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Abstract—Developing a deep learning (DL) based software system is slow. One of the critical issues is to conduct many trials and errors in developing a DL model that usually serves as the major component of such a system. A major reason for this inefficiency is the progress of gradual reduction of the gap between the DL model under training and the ground truths. Prior techniques commonly focus on optimizing such errors after the errors have formed. They are insensitive to how a training dataset is provided to the DL model under training in batches, making their approaches non-proactive to deal with such errors. In this paper, we propose DeepEutaxy, the first work to repair the model convergence problem from the batch prioritization perspective. Our key insight is that increasing the diversity (i.e., dissimilarity) of corresponding weights of complex DL models before and after each training step can make the models learn faster and optimize the training errors quicker. DeepEutaxy first trains a DL model with several epochs for initialization. It then partitions and continually prioritizes the training batches for subsequent training epochs based on our novel notion of diversity between the pair of models before and after training on each batch, capturing the strength of the search direction to deal with training errors impacted by that batch. The experiment on six deep learning models over the MNIST and CIFAR-10 datasets shows that DeepEutaxy can accelerate the convergence of DL models on these two datasets with speedups of 1.75 to 8.45 and 2.67 to 15.15 times with respect to the training and test accuracies, respectively. DeepEutaxy can also be integrated into existing techniques and compare favorably with the prior art in the experiment.
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I. INTRODUCTION

Deep learning (DL) [21] systems have shown their promises and have been widely applied in many areas such as image recognition [12], 3D modeling[2], self-driving cars [15], natural language processing [23], and machine translation [34]. A DL model usually consists of two parts: the model architecture (e.g., layers, neurons, and connections between neurons) and the corresponding parameters (e.g., weights and bias). Typically, the first layer and the last layer are called the input layer and the output layer, and the remaining layers are called hidden layers. Nodes contained in a layer are called neurons. Typically, neurons between layers are connected, and each connection is assigned with a specified value called weight. Input data for training and evaluating DL models are called training dataset (or training samples) and test dataset (or test samples).

Training a DL model refers to the process of updating weights of a DL model through iterative algorithms such as Stochastic Gradient Descent (SGD). Typically, in each iteration of the training process, each training sample is fed to the model once, and such an iteration is called one epoch. To reduce the computational cost and overcome the limitation of GPU memory during the training process, developers usually split the training data into a set of disjoint subsets, and each subset contains a certain number of samples. Such a subset is called a batch. One update of weights by one batch is called one iteration or one step. Given an input, the output of the DL model is the inference (or prediction) provided by the model.

In a software system development project that produces a DL model, developers usually write or revise a training script iteratively, collect or enlarge datasets, and train the DL model codified in the training script over such datasets. It is well-known that using different sets of training hyperparameters in different training phases will lead to different behaviors of the resultant DL models. Developers thus often try hard by trials and errors to improve the performance on those unseen inputs.

To do so, developers may alter the model structure of a DL model in the training script, enlarge the dataset, or testify whether the resultant DL model of the revised training phase will perform better (e.g., achieve a higher test accuracy). Usually, for the same training script, developers will apply many different sets of training hyperparameters, where each such set of hyperparameters initializes the training phase to produce a unique resultant DL model. On some other occasions, developers may alter the structure of the DL model codified in the training script. A change in the model structure will lead the whole process of hyperparameter selection and model training on the DL model with a revised structure to freshly re-start. The whole development process is often highly inefficient because the performance of a DL model could not be predicted in advance before the training phase of the DL model initialized with a specific set of hyperparameters.

In practice, many training scripts do not contain many lines of code, and their code mostly follows code templates available publicly. Apart from the dataset collection, another time-
consuming component of the development process is in the training phase. In this paper, we focus on fixing a kind of problem (see below) in this phase of the development process.

As we have stated, training a DL model usually requires iterating over the entire training dataset many times to produce a resultant model over the dataset. The underlying assumption is that a DL model under training only gradually learns the features from the samples over these iterations. Therefore, after many training epochs, the DL model under training will likely converge its behavior in recognizing features represented by the training samples, or the training process is stopped by developers. Afterward, among the series of DL models produced in a training process, developers often pick the model with the highest performance (e.g., attaining the highest test accuracy among all the models in the series) as the resultant DL model of the whole training process.

If a training phase can reduce errors faster and to a greater extent, then the model is likely to converge faster. Errors in the training process refer to the differences between the classification results of the model and the ground truth with respect to a given dataset. Having a faster rate of error reduction in model behavior for each initialized set of hyperparameters will help developers to speed up the entire development process of the corresponding DL system. For instance, a direct consequence of completing a training phase faster is that developers can testify more combinations of model structure and sets of hyperparameters under the same computational resources budget (compared to a slower training phase). The efforts saved can be allocated to new rounds of training to explore more possibilities of producing a DL model with higher performances, which will help manage the cost of development and shorten the maintenance phase of the DL-based development project.

Previous research has studied the effects of input data prioritization on reducing errors of DL models, such as using Curriculum Learning (CL) [3] and Self-paced Learning (SPL) [20]. Their common idea is to train a DL model with easier samples first and then feed it with more general and complex samples. In CL, a rank function is usually required to determine the difficulty of training samples. In SPL, a rank function is determined by the current status of the learning model, which is dynamically adjusted within the training process. They both ignore the internal behaviors (e.g., which set of neurons has been activated in classifying a particular input) of a resultant DL model. At the same time, in the research area of testing DL model similarities and differences into accounts.

We thus ask a couple of questions: Is it feasible to utilize the internal behavior of a DL model in fixing the ineffective and inefficient error reduction problem incurred by the training process of that DL model? To what extent can such fixing be observed?

For ease of our reference, we call the error reduction of a training process ineffective if it can be repaired to use fewer epochs to achieve the same error level. We also call the error reduction of a training process ineffective if the process can be repaired to achieve higher test performance (e.g., higher test accuracy). We generally refer to these two issues as the inefficient convergence problem of a training process.

In this paper, we present DeepEutaxy, a novel approach to fixing (alleviating) the inefficient convergence problem. It explores the connection between the search direction on setting weights to handle individual batches in the model optimization process and the batch prioritization in the overall training process. Given a DL model $M$ with corresponding weights $\Theta$ and two training samples $x_1$ and $x_2$. Assume that $\Theta_1$ and $\Theta_2$ are weights that $M$ are trained on $x_1$ and $x_2$ separately. If $x_1$ and $x_2$ are similar, i.e., belong to the same category, then, intuitively, only minor differences would be observed on their corresponding weights matrices, i.e., $\Theta_1$ resembles $\Theta_2$. Training a DL model on $x_1$ could weaken the effects of further training on $x_2$ because some common features have been learned from $x_1$ already. Our key insight is that maximizing the diversity (i.e., dissimilarity) of weights before and after a training step can help to accelerate the training effects and exploit the full potential of training samples, alleviating the inefficient convergence problem in training a DL model.

To the best of our knowledge, DeepEutaxy is the first work building on top of the above insight. Its general idea is as follows. Suppose that there is a DL model $M_0$ with its training dataset $T_0$. DeepEutaxy first trains $M_0$ with a small number of epochs to obtain a partially-trained DL model. Then, the training dataset $T_0$ is partitioned into a set of subsets $D = \{d_1, d_2, ... , d_n\}$, each of which is called batches. DeepEutaxy measures the diversity between the weights of the DL model and the gradients of the model with respect to each of these batches. It then trains this partially-trained model with these batches in descending order of their degree of diversity over a certain number of epochs. After that, it repeats the above process. We have evaluated DeepEutaxy using the MNIST and CIFAR-10 datasets on six DL models distinguished by their model complexity. The experiment on six deep learning models over the MNIST and CIFAR-10 datasets shows that DeepEutaxy can accelerate the convergence of DL models on the MNIST and CIFAR-10 datasets with speedups of 1.75 to 8.45 times and 2.67 to 15.15 times in terms of training accuracy and test accuracy, respectively. DeepEutaxy also compared favorably with the prior art in the experiment.

The main contribution of this paper is threefold:

- This paper presents DeepEutaxy, the first work to show the feasibility of neural network training acceleration by batch prioritization. DeepEutaxy innovatively explores the impact of the differential behaviors of the DL model exhibiting over individual batches before and after training on these batches. It captures the search direction to handle these batches and explores to prioritize batches with stronger search direction indicators over the weaker ones.
This paper presents an evaluation on DeepEutaxy. The results demonstrate the potential of differential batch prioritization in alleviating the inefficient convergence problem (for error reduction) in the training process of a DL model.

This paper presents the first empirical study on the effect of batch reordering in neural network training. It shows that batch prioritization is a significant factor in affecting model convergence positively.

The organization of the remaining sections is as follows. Section II revisits the preliminaries. Section III presents DeepEutaxy, followed by its evaluation in Section IV. Section V discussed related works. Section VI concludes this work.

II. PRELIMINARIES

A. Deep Learning Models

Typically, a deep learning model consists of two parts: model architecture (e.g., neurons, layers, and the connections between layers) and corresponding parameters (e.g., weights). Usually, the architecture of a DL model is manually designed. The weights of a DL model are firstly initialized with random values and then updated through iterative learning algorithms. The update process is realized by forward propagation and backward propagation [35]. Given an input or a set of inputs, the gradients of errors between the inference of the model and the ground truth are calculated at the weight level.

Training a DL model is a time-consuming task. DL models such as VGG16 [39], ResNet [12], and AlexNet [17] usually contain millions of parameters. Tens to hundreds of epochs are needed for updating and tuning parameters. A model is of low model complexity if it contains very few hidden layers (e.g., 5-10). These DNN models (e.g., LeNet-5 [22]) are proposed when Deep Learning flourished in the early 2010s. Modern DL models (e.g., ResNet [12]) usually contain tens of layers and have solved the gradient vanishing problem in model optimization. We refer to them as models with high model complexity.

B. Gradient Descent and Stochastic Gradient Descent

Gradient Descent (GD) is an optimization algorithm used to search for a global optimum of a function. In the area of DL models, GD is to update parameters iteratively. Formally, the training process of a DL model is to optimize the following:

$$E_{(x,y)\sim D} [\max (L(x,y,\theta))]$$  \hspace{1cm} (1)

where $D$ is the training dataset, $L(\cdot)$ is the loss function, $E$ is the expectation, $\theta$ is the parameters (e.g., weights). In GD, $\theta$ is updated through the following equation:

$$\theta^{*} = \theta + \eta \nabla_{\theta} L(x,y,\theta)$$  \hspace{1cm} (2)

where $\theta$ and $\theta^{*}$ are the parameters before and after the update, $\eta$ is the learning rate, $\nabla_{\theta} L(x,y,\theta)$ is the gradient of the loss function with respect to the model parameter $\theta$, $x$ and $y$ are the given input and the corresponding ground truth, respectively.

A training process can be viewed as an iterative procedure of finding the global optimum of $\theta$, where $\nabla_{\theta} L(x,y,\theta)$ and $\eta$ determine the search direction and the step size in the weights space. In each iteration of GD, all training samples are involved in calculating the overall gradients, which provide a relatively accurate search direction to the global optimum.

Stochastic Gradient Descent (SGD), unlike GD, uses a subset of training samples to calculate the gradients and update parameters. Compared to GD, SGD converges much faster because less data involves in each iteration. However, the loss function may not be as minimized as in the case of GD. SGD is more popularly applied in practice because a typical training dataset contains many samples, making the processing of all samples in each iteration less attractive.

C. Curriculum Learning and Self-Paced Learning

Inspired by the learning process of human beings, the basic idea of curriculum learning (CL) [3] and self-paced learning (SPL) [20] is to train a DL model starting from “easy” samples first and gradually increase the difficulty of the learning task. Instead of training a DL model over the whole training dataset, CL evaluates the difficulty of each sample through a manually crafted rank function $\Psi(\cdot)$ and trains the model with easier samples first. In practice, developers need to determine the rank function themselves, which is subjective. Besides, such rank functions are likely to differ by different learning tasks and model architectures to ensure their effectiveness, which requires domain knowledge from experts.

Unlike CL, SPL selects samples for training adaptively and objectively. Formally, the loss function of SPL is as follows:
DeepEutaxy firstly trains a DL model over the training samples with several epochs for initialization. It then partitions the training dataset into small batches. It measures the diversity (i.e., dissimilarity) between the weight matrices of this initialized DL model before and after applying that batch. Then, it trains the initialized DL model by batches one by one in descending order of the measured diversity to obtain the resultant DL model.

Unlike existing training acceleration approaches [3][13][20][41], DeepEutaxy collects internal information of a DL model during training, extracting insights on the evolution of the internal characteristics of the DL model in training. In particular, our insight is that at the early stage of training of a complex DL model, increasing the diversity of weights in each step can effectively guide the model to move to a search direction toward the global optimum, which also align with the notion of gradient descent as an efficient and effective strategy to train a DL model.

Recall that in each step, gradients derived from the loss function in a training phase provide a search direction for updating weights. To ensure the generalization of DL models, training models with samples from different categories are usually required. Through DeepEutaxy, we formulate a novel mechanism toward maximizing the diversity of internal behaviors by comparing diversity (or dissimilarity) between weight matrix \( \Theta \) before feeding a given batch \( b \) and the gradient \( G \) of the model with respect to \( b \). The calculation of this novel notion of diversity is formulated as follows:

\[
Sim(\Theta, G) = \sum_i CosSim(\theta_i, g_i) \tag{5}
\]

\[
CosSim(\theta_i, g_i) = \frac{\text{vec}(\theta_i) \times \text{vec}(g_i)}{\|\text{vec}(\theta_i)\|_2 \|\text{vec}(g_i)\|_2} \tag{6}
\]

where \( \Theta = \{\theta_1, \theta_2, ..., \theta_l\} \) is a list of weights matrices, \( \theta_i \) is the weights matrix for the \( i \)-th layer, and \( l \) is the total number of layers. \( G = \{g_1, g_2, ..., g_l\} \) is a list of gradients. Note that \( G \) is

---

**Algorithm 1 DeepEutaxy**

\[
\text{train}_x, \text{train}_y \leftarrow \text{inputs and labels of training dataset}
\]

\[
\text{num}_\text{per}_\text{batch} \leftarrow \text{number of samples contained in one batch}
\]

Input:

\[
\text{epochs} \leftarrow \text{number of iterations for training the model}
\]

\[
\text{iter}_\text{count} \leftarrow \text{number of iterations before sorting the batch sequence}
\]

\[
\text{model} \leftarrow \text{the machine learning model to be trained}
\]

Output:

\[
\text{trained machine learning model}
\]

1: \( \text{batch}_\text{seq} \leftarrow \text{SplitDataset}(\text{train}_x, \text{train}_y, \text{num}_\text{per}_\text{batch}) \)
2: \( \textbf{for each batch in batch_seq do} \)
3: \( \quad \text{TrainOnBatch(model, batch)} \)
4: \( \textbf{end for} \)
5: \( \textbf{for epoch in epochs do} \)
6: \( \quad \textbf{if epoch mod iter_count equals 0 do} \)
7: \( \quad \quad \text{similarity_dict} \leftarrow \text{GetSim(model, batch_seq)} \)
8: \( \quad \quad \text{batch_seq} \leftarrow \text{SortSim(batch_seq, similarity_dict)} \)
9: \( \quad \textbf{end if} \)
10: \( \quad \textbf{for each batch in batch_seq do} \)
11: \( \quad \quad \text{TrainOnBatch(model, batch)} \)
12: \( \quad \textbf{end for} \)
13: \( \textbf{end for} \)
14: \( \text{return model} \)

\[
L_{\text{SPL}} = \sum_{i=1}^{n} v_i L(x_i, y_i, \theta) - \lambda \sum_{i=1}^{n} v_i \tag{3}
\]

where \( L(\cdot) \) is the loss function, \( x_i \) and \( y_i \) are the given input and the corresponding ground-truth label. \( v_i \) is a binary indicator that takes the value 0 or 1. \( \lambda \) is a threshold. If the value of \( L(x_i, y_i, \theta) \) is higher than \( \lambda \), then \( v_i \) is set to 1 and \( L_i = v_i (L(x_i, y_i, \theta) - \lambda) \) is added to \( L_{\text{SPL}} \). Otherwise \( v_i \) is set to 0.

To make \( L_{\text{SPL}} \) more practical, \( \lambda \) is usually adjusted dynamically during the training process. That is, \( \lambda \) is updated by the following equation:

\[
\lambda^{(i)} = \alpha \lambda^{(i-1)} \tag{4}
\]

where \( \lambda^{(i)} \) is the value of \( \lambda \) after the \( i \)-th epoch, and \( \alpha \) is a growing factor.

From the loss function of SPL, we can observe that those samples with losses smaller than a given threshold will be involved in the current training epoch. Informally speaking, the values of losses could be regarded as the indicator telling if samples are easy or not to learn by DL models.

### III. DeepEutaxy

**A. Overview**

DeepEutaxy aims at reducing errors of a DL model in training. It is a dynamic fixing strategy. It assumes that the training script of a DL model is available. The basic idea of DeepEutaxy is to monitor the search direction of the DL model in handling individual batches (realized as diversity in weights of the DL model before and after training with each batch) followed by reordering the batch sequence for training the DL model over that reordered batch sequence. In this way, in each epoch, the DL model under training is learned to be aware of “diverged” batches while adjusting the other batches.

The overall process of DeepEutaxy is depicted in Fig. 1.
a matrix that has the same shape as the weight matrix. \(\text{CosSim}(\cdot, \cdot)\) is the cosine similarity for measuring the similarity of two vectors. \(\|\cdot\|\) is the \(L_2\) norm. \(\text{vec}(\cdot)\) flattens a matrix into a vector in row-major order. For example, given a matrix \(\theta = \begin{bmatrix} 1 & 2 \\ 3 & 4 \end{bmatrix}\), \(\text{vec}(\theta) = [1,2,3,4]\).

In the above design, we use the cosine similarity to quantify the degree of dissimilarity between the weight matrix and its gradient. Our intuition is that two vectors with the same search direction could be identified as equal by cosine similarity. Our insight is that in a DL model with a weight matrix \(\Theta\), suppose there are two given samples (referred to as \(x_1\) and \(x_2\)) and their derived gradients are \(G_1\) and \(G_2\), then the condition \(\text{Sim}(\Theta, G_1) < \text{Sim}(\Theta, G_2)\) will provide a clue that \(x_1\) is likely to provide more significant changes in weights in terms of search direction than \(x_2\) in updating the weight matrix \(\Theta\). Furthermore, if \(\text{Sim}(\Theta, G_2)\) is close to 1, \(G_2\) is likely to update weights in the current direction to train the DL model, i.e., enhancing the features that have been kept in the weight matrix. It indicates that such an update will have a diminishing effect on adding “new” information to \(\Theta\), which may aggravate the overfitting problem.

Suppose that \(\Theta\) is the weight matrix of a DL model, and \(G_{B_1}, G_{B_2}, ..., G_{B_n}\) are the gradients of batches \(B_1, B_2, ..., B_n\), respectively. We can thus compute the diversity for each batch, denoted as \(\text{Sim}(\Theta, G_i), i = 1, 2, ..., n\). Batches are prioritized and fed to the DL model based on the measured degree of diversity in descending order (with tie cases resolved randomly).

### B. Batch Prioritization by Epoch

The detailed algorithm of DeepEutaxy is shown in Algorithm 1. In Algorithm 1, the training dataset and some parameters are given as inputs to the algorithm. The parameter \(\text{num\_per\_batch}\) is the total number of samples contained in one batch. \(\text{Epochs}\) is an input parameter to control the total number of iterations. \(\text{iter\_count}\) is used to control the number of iterations before re-prioritizing the batch sequence.

In line 1, the training dataset is divided into a set of batches, and those batches are randomly sorted in a sequence called a batch sequence. Every batch is fed into the model once for initializing the model (lines 2-4). Then, DeepEutaxy feeds the initialized model with a batch sequence over some number of epochs (lines 5-14). After that, the similarity information calculated by Equations (5) and (6) for each batch is collected. The batch sequence is reordered based on dissimilarity in descending order (line 7 and line 8), i.e., batches with larger diversity are fed to the model with higher priority. After batch prioritization, the model is fed with a newly prioritized batch sequence (lines 10-12).

To clarify our algorithm further, we make the following notes: Algorithm 1 uses \(\text{iter\_count}\) to iterate training steps several times (rather than after each step) before re-prioritizing the batch sequence. Each time DeepEutaxy feeds batches to the model, the training accuracy and test accuracy of the corresponding DL model are evaluated for further analysis. Moreover, in Algorithm 1, DeepEutaxy continues the training process even if the convergence criterion is satisfied, which can be easily modified to terminate it when convergence (e.g., having more or less the same level of test accuracy) is reached. For brevity, we do not show this variant of Algorithm 1 in this work.

### IV. EXPERIMENT

#### A. EXPERIMENTAL SETUP

We implemented our experiment on top of Keras 2.3.1 [16] and TensorFlow 2.2.0 [45], which were popular deep learning libraries in Python. All experiments were performed on Ubuntu 18.04 running on Intel(R) Xeon(R) Gold 6136 CPU@3.00 GHz with 12 cores and four NVIDIA GeForce 2080-Ti GPUs with the VRAM size of 11x4 GB. We followed the general setting in prior studies [10][49] and repeated our experiment five times to ensure consistency. The experimental results and source code are available at https://github.com/DemoAuguste/DeepEutaxy.

**Datasets.** The experiments and evaluations were conducted using the MNIST [22] and CIFAR-10 [17] datasets that were widely used for image classification training and testing researches as well as testing and debugging researches on DL models [10][12][37][49]. The MNIST dataset contained 60,000 training samples and 10,000 test samples. The CIFAR-10 dataset contained 50,000 training samples and 10,000 test samples.

**DL models.** We used five DL models for evaluation: a CNN model (denoted as CNN1), LeNet-5 [22], ResNet-20 and ResNet-32 [12], and MobileNetV2 [37]. We chose these models because the first two represented models with low model complexity, and the last three represented models that were high in model complexity. In this way, we can study the general trend across DL models with different model complexity and contrast their differences.

The structures of CNN1 and LeNet-5 are summarized in Table I. Their structures were typical and representative. CNN1 contained two convolutional layers with 32 and 64 kernels followed by a max-pooling layer. Two dropout layers and a fully connected layer were added to prevent the model from overfitting. The output part consisted of one fully connected layer followed by a \textit{softmax} layer. LeNet-5 [22] was a representative DL model that had shown promising performance in many scenarios. The activation function used in all DL models was ReLU, which was commonly applied in neural networks research.

<table>
<thead>
<tr>
<th>TABLE I. STRUCTURE OF CNN1 AND LENET-5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
</tr>
<tr>
<td>Block 1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Block 3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Output</td>
</tr>
</tbody>
</table>
For ResNet-20, ResNet-32, and MobileNetV2, we used the existing implementations downloaded from [5] and [30].

Settings for training DL models are presented in TABLE II. Columns 2-4 show the number of parameters in the model, optimizers, and initial learning rate, respectively. Note that the training efforts could be sensitive to the learning rate. For example, as shown in [40], training DL models with different adjustment strategies of learning rate could have different convergence speeds. To evaluate the performance of DeepEutaxy with different learning rate adjustment strategies, we applied different optimizers to different DL models. We applied Adagrad [9], Adadelta [48], CLR [40], and SGD as optimizers for training CNN1, and LeNet-5, ResNet-20 and ResNet-32, and MobileNetV2, respectively. Adagrad, Adadelta, and SGD have been embedded into Keras, and we applied existing CLR implementation [6]. We referred to MobileNetV2 applying CLR as MobileNetV2-2.

Formally, Adagrad updates weights by following equations:

\[ \theta_{t+1} = \theta_t - \frac{\eta}{\sqrt{\sum_{i=1}^{t} g_i^2} + \epsilon} \cdot g_t \]  
\[ (7) \]

where \( g_t = \nabla_{\theta} L(x, y, \theta) \) is the gradient calculated at the \( t \)-th step, \( \epsilon \) is a smoothing term avoiding division by zero, \( \eta \) is predetermined the learning rate.

Adadelta extends Adagrad and updates weights as follows:

\[ E[g^2]_t = \gamma E[g^2]_{t-1} + (1 - \gamma)g^2_t \]  
\[ (8) \]

\[ E[\Delta \theta^2]_t = \gamma E[\Delta \theta^2]_{t-1} + (1 - \gamma)\theta^2_t \]  
\[ (9) \]

Note that in Adadelta, there is no need to set a learning rate manually.

Cyclical Learning Rates (CLR) [40] is a dynamic strategy to adjust the learning rate cyclically between a given range during the training process. As shown in Fig. 2, CLR adjusts the learning rate between two predetermined bounds. We note that there is no general rule to set these bounds. Our experiment followed the setting in [7] and set the minimum bound and maximum bound to 0.0001 and 0.1, respectively. The step size is set to 200, arbitrarily.

Baseline (BL). In the experiment, the training accuracy of each DL model was trained by the corresponding original training script (i.e., feeding batch sequences with a fixed order) was chosen as a baseline (BL) for evaluating the effectiveness of DeepEutaxy. Unlike DeepEutaxy, in BL, the order of batch sequence was determined and fixed after a random initialization. We note that this is a typical setting in training scripts.

Comparing DeepEutaxy with Self-Paced Learning (SPL). We also compared DeepEutaxy (DE) with Self-Paced Learning (SPL). We followed the existing implementation [38] where we set \( \lambda \) to 0.1 and \( \alpha \) to 1.3 for Equations (2) and (3).

We did not compare DeepEutaxy with Curriculum Learning (CL) because CL required a predetermined rank function to decide whether a given input was easy or not. It could be subjective for us to design such a ranking function for each dataset used in our experiment.

Other settings and parameters. We set the batch size to 1,000. Moreover, we set iter_count in Algorithm 1 to 5 and 10 in training all six DL models on the MNIST and CIFAR-10 datasets, respectively.

Convergence criterion. A widely used method to observe model convergences is to monitor the training accuracy (or the change in gradients or losses) and check whether it reaches almost the same level. Following the common practice, we used the following criterion to determine whether a DL model converged:

\[ \|\nabla L(x, x')\|_2 \leq \epsilon \]  
\[ (12) \]

where \( L(\cdot) \) is the loss function, \( \nabla \) is the gradient operator, \( x \) and \( x' \) are the predicted value and ground-truth label, \( \| \cdot \|_2 \) is the L2 norm (Euclidian distance), \( \epsilon \) is a predefined threshold. In our experiment, \( \epsilon \) is set to 0.01. In each step, we evaluated the gradients obtained in that training step. If the L2 norm of gradients was higher than \( \epsilon \), and we recorded the number of epochs that had been proceeded. If all 200 epochs had been exhausted and the DL model had not satisfied Equation (12), we deemed the model “not converged”.

B. Results and Data Analysis

1) Results of DL models trained by BL

The results of DL models trained by the standard training
scheme (BL) are shown in TABLE III. Column 1 shows the DL models used in our experiment. Columns 2 and 3 present
the dataset used and the number of epochs for training each model. We set the number of epochs to 200. The training accuracy and
test accuracy are shown in Columns 4 and 5, respectively. Note
that the training accuracy and the test accuracy were the values
at the epoch with the convergence criterion satisfied right after
it or at the 200-th epoch if the model did not trigger the
convergence criterion.

It is worth noticing that in our training process, ResNet-20
did not achieve the same accuracy as presented in [12]. This is
because in [12], data augmentation was applied in its training
process, which had significantly altered the obtained accuracy
of these models by creating transformed versions of images,
expanding the training dataset with new, plausible samples. We
also note that in our experiment, only the original CIFAR-10
dataset was used to control the size of a training batch.

2) Results of DL models trained by SPL and DE

The experimental results are summarized in TABLE IV, TABLE V, and TABLE VI.

TABLE IV shows the number of epochs used before convergence. Note that we used Equation (12) to determine if
the model converged in the experiment and trained each model
with a maximum of 200 epochs. Columns 3-8 show the training
and test accuracies of the DL model when triggering the
convergence criteria by applying BL, SPL, and DE,
respectively. Numbers in bold are the highest accuracies
achieved across BL, SPL, and DE in the same row. Columns 9-
11 show the number of epochs for training before triggering the
convergence criterion.

DE required the least training epochs for convergence across
all three methods using 36 to 70 epochs on average. SPL did
not converge after being trained with 200 epochs in 3 out of 4
high-complexity models. For the models converged, BL and
SPL spent 105.3% and 69.8% more epochs than DE to converge
the model on average, respectively. Note that SPL requires
indicate that developers may need to pay more efforts to
discover a correct set of SPL’s hyperparameters to make their
models converged.

TABLE V presents the results of reaching the maximum
accuracies of corresponding DL models. Columns 2-4 show
the maximum training accuracies achieved by BL, SPL, and DE,
respectively. Regarding the test accuracy, Columns 5-7 show
the maximum test accuracies achieved by BL, SPL, and DE,
respectively. Since only the original CIFAR-10 dataset was used
to control the size of a training batch, the values at the
epoch with the convergence criterion satisfied right after
it or at the 200-th epoch if the model did not trigger the
convergence criterion.

### TABLE IV: Convergence Results of DL Models Achieved by Baseline (BL), Self-Paced Learning (SPL), and DeepEutax (DE)

<table>
<thead>
<tr>
<th>Model Complexity</th>
<th>Model</th>
<th>BL (Train acc.)</th>
<th>SPL (Train acc.)</th>
<th>DE (Train acc.)</th>
<th>Number of epochs for reaching the convergence criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>CNN</td>
<td>98.87%</td>
<td>98.52%</td>
<td>98.86%</td>
<td>58.2% (A/B) 82.6% (A/C)</td>
</tr>
<tr>
<td></td>
<td>LeNet-5</td>
<td>99.09%</td>
<td>97.95%</td>
<td>99.36%</td>
<td>66.0% (A/B) 82.6% (A/C)</td>
</tr>
<tr>
<td></td>
<td>ResNet-20</td>
<td>99.76%</td>
<td>98.54%</td>
<td>99.17%</td>
<td>37.8% (A/B) 82.6% (A/C)</td>
</tr>
<tr>
<td></td>
<td>ResNet-32</td>
<td>99.93%</td>
<td>75.21%</td>
<td>90.82%</td>
<td>99.98% (A/B) 82.6% (A/C)</td>
</tr>
<tr>
<td></td>
<td>MobileNetV2</td>
<td>98.98%</td>
<td>51.97%</td>
<td>85.84%</td>
<td>99.98% (A/B) 82.6% (A/C)</td>
</tr>
<tr>
<td></td>
<td>MobileNetV2-2</td>
<td>99.10%</td>
<td>41.94%</td>
<td>86.45%</td>
<td>99.98% (A/B) 82.6% (A/C)</td>
</tr>
</tbody>
</table>

### TABLE V: Results of Maximum Accuracies of DL Models (Training Accuracy)

<table>
<thead>
<tr>
<th>Model</th>
<th>MAX. training accuracy</th>
<th>Number of epochs to reach the highest training accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BL</td>
<td>SPL</td>
</tr>
<tr>
<td>CNN</td>
<td>99.10%</td>
<td>99.36%</td>
</tr>
<tr>
<td>LeNet-5</td>
<td>99.31%</td>
<td>99.22%</td>
</tr>
<tr>
<td>ResNet-20</td>
<td>99.95%</td>
<td>90.17%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>99.98%</td>
<td>90.82%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>98.08%</td>
<td>98.86%</td>
</tr>
<tr>
<td>MobileNetV2-2</td>
<td>99.19%</td>
<td>98.45%</td>
</tr>
</tbody>
</table>

### TABLE VI: Results of Maximum Accuracies of DL Models (Test Accuracy)

<table>
<thead>
<tr>
<th>Model</th>
<th>MAX. test accuracy</th>
<th>Number of epochs to reach the highest test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BL</td>
<td>SPL</td>
</tr>
<tr>
<td>CNN</td>
<td>98.67%</td>
<td>99.09%</td>
</tr>
<tr>
<td>LeNet-5</td>
<td>98.04%</td>
<td>98.47%</td>
</tr>
<tr>
<td>ResNet-20</td>
<td>70.33%</td>
<td>71.48%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>75.92%</td>
<td>73.30%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>52.05%</td>
<td>65.24%</td>
</tr>
<tr>
<td>MobileNetV2-2</td>
<td>42.83%</td>
<td>62.41%</td>
</tr>
</tbody>
</table>
accuracy after training with 191, 44, and 23 epochs on average, respectively.

From TABLE V, DE reached or exceeded the same level of training accuracies compared to BL with a speedup ranging from 1.75 to 8.45 times across all six DL models. SPL achieved speedups of 4.34 and 3.45 times on CNN-1 and LeNet-5, respectively. On ResNet-20, ResNet-32, MobileNetV2, and MobileNetV2-2, SPL can only achieve lower accuracies than BL, which we marked in the corresponding entry in the table as failed.

Fig. 3 The training and test accuracy curves of six DL models in the experiment. For each model, there are four subplots. For each subplot, there are three lines with error bands, representing training accuracy, training loss, test accuracy, test loss trained by the baseline (BL), self-paced learning (SPL), and DeepEutaxy (DE), respectively.
DE achieved the highest training accuracies across BL, SPL, and DE. Besides, for SPL, we found that for DL models with high complexity, i.e., ResNet-20, ResNet-32, MobileNetV2, and MobileNetV2-2, fps between training accuracies achieved by SPL and BL. It may indicate a higher hidden threat of the DL models trained with SPL.

TABLE VI shows the results of test accuracies and can be read similarly to TABLE V. The results in TABLE VI show that DE achieved speedups on CNN1 and LeNet-5 by 12.57 and 15.15 times, respectively. For ResNet-20, SPL achieved speedup by 1.22 times, but DE did not achieve the same level of test accuracy. For ResNet-32, neither SPL nor DE reached the same level of test accuracy. For MobileNetV2 and MobileNetV2-2, DE and SPL achieved speedups by 2.67 and 2.86 times, and by 3.25 and 2.54 times, respectively. The performance of DE and SPL on MobileNetV2 and MobileNetV2-2 are similar.

DE achieved higher test accuracies than BL except for ResNet-20 and ResNet-32. Furthermore, SPL outperformed DE with respect to test accuracy on DL models with high complexity.

As shown in Fig. 3, we plot the accuracies and losses (measured by the corresponding loss functions used in the training scripts) of the training processes. In Fig. 3, the x-axis represents the number of epochs of a training process consumed, and the y-axis represents the accuracy (or loss) of the corresponding DL model after training for the number of epochs, as indicated by the x-axis. For each model, there are four subplots, presenting the training accuracy, training loss, test accuracy, and test loss, respectively. In each subplot, there are three lines with error bands. The blue line, orange line, and green line represent the training results of DE, BL, and SPL, respectively. From the plots, we can see that DE has a more significant effect on the training process of these DL models in the high model complexity category.

In these plots, the training accuracy and the test accuracy achieved by DE could reach the same or almost the same levels as BL if not higher.

For MobileNetV2 and MobileNetV2-2, the test losses increased after reaching the minimum. It indicates that the two models have been overfitted as measured by the test datasets. From the figure, DE appears to exhibit a better effect than BL to alleviate the magnitude of extreme test accuracies.

From the plots, it appears that SPL has much lower test losses compared to BL and DE. The loss function of SPL is different from BL and DE. Recall that BL and DE applied Cross-Entropy Loss, but SPL applied Equation (3) to calculate the loss. Due to the negative term in Equation (3), SPL could achieve smaller losses compared to BL and DE.

From the plots, there are significant gaps between DE and BL on MobileNetV2 and MobileNetV2-2. The difference in training error reduction between them is also significant. For SPL, it achieved higher test accuracies on MobileNetV2 and MobileNetV2-2. However, as shown in TABLE IV, SPL did not converge on ResNet-20, ResNet-32, and MobileNetV2-2.

3) The Effectiveness of DE on trained DL models

We further implemented DE on top of SPL. We noted that
DE and SPL are orthogonal in optimizing DL models, and our experiment presents the first piece of evidence to explore the combined effort of these two aspects.

In the training process of SPL, before feeding training batches into the model, the batches are prioritized by DE. We refer to this combined technique as SPL+DE. The main difference between DE and SPL+DE is that the loss function of SPL+DE is the same as SPL.

From Table IV, we noticed that ResNet-20 and ResNet-32 trained by SPL might not converge. Besides, from Table V and Table VI, DE failed to achieve comparable test accuracy to BL on ResNet-20 and ResNet-32. Note that those models had been trained with 200 epochs. To further evaluate the effectiveness of DE, we further trained the resultant ResNet-20 and ResNet-32 models (that have been trained by SPL with 200 epochs) with 50 more epochs by SPL, DE, and SPL+DE, respectively. We refer to the resultant model trained by SPL with 200 epochs as Base.

The results are shown in Table VII and Fig. 4. In Table VII, Columns 2-7 show the maximum training accuracy, maximum test accuracy, and the number of additional epochs for reaching the convergence criterion with respect to ResNet-20 and ResNet-32. Numbers in bold present the highest accuracy or the least number of epochs to make the model converged across SPL, DE, and SPL+DE. If a model cannot converge in the experiment, we marked it as failed.

Neither training accuracy nor test accuracy of ResNet-20 and ResNet-32 improved noticeably by applying SPL.

On the other hand, DE and SPL+DE achieved maximum training accuracy of 100% and 98.11% on ResNet-20, 100% and 98.51% on ResNet-32, respectively. Recall that the training accuracy of SPL was significantly lower than BL in Table V, and after applying DE on top of SPL, the training accuracies of SPL+DE were significantly improved.

The improvement in test accuracy achieved by DE and SPL+DE was also significant: DE and SPL+DE achieved increases in test accuracy by 2.01% and 2.17% on ResNet-20, and 1.89% and 0.86% on ResNet-32, respectively.

Furthermore, both DE and SPL+DE made the models trained by SPL converged, and DE achieved a higher convergence speed by 8 and 7 additional epochs on ResNet-20 and ResNet-32, respectively. Note that applying SPL alone could not make the two models converged (up to using 250 epochs) and adding DE either training the resultant models alone with DE or training them with DE and SPL together. The result shows DE addressing the inability of SPL to converge a model and demonstrates the complementary nature of DE and SPL.

A clear trend can be found in Fig. 4. Fig. 4 can be read similarly as Fig. 3. We observed that the training and test accuracies of these models trained by SPL fluctuated during the training process. Furthermore, the models did not converge after incorporating SPL into the training purpose. DE and SPL+DE presented a more stable and smoother trend in training DL models.

The overall experimental results point out that DE could significantly accelerate the convergence of the models trained by SPL and improve the training and test accuracies of these models at the same time.

C. Threats to Validity

Owing to the inherent imprecision of DL models, the training and test accuracies usually fluctuate during the training process. Besides, some training samples may be “conflicting” with each other, e.g., providing opposite search directions of gradients, which may affect the effectiveness of a method applied in the experiment. It could be the underlying reason for requiring significantly different numbers of epochs for model convergence across experimental trials. To alleviate this threat, we ran the experiment five times to present the average results.

We classified models into two model complexity categories based on whether the gradient vanishing problem is resolved. Smaller models without solving this problem cannot be “deep”, and they are referred to as models of low complexity. Models with the gradient vanishing problem solved can scale to many hidden layers, and we referred to them as models of high model complexity. In general, there is no universal criterion to classify every model like what we did in this paper. In our experimental design, we chose models with noticeable differences so that there was no mistake in splitting them into the two classes of model complexity. Readers should interpret the experimental results with care.

We used a common convergence criterion to determine whether a DL model had converged after being trained with a certain number of epochs. Using another convergence criterion may give a different result. Changing the parameter value of the convergence criterion may also lead to different numbers of epoch to converge DL models. We had studied to alter this threshold parameter slightly but did not observe significant differences from the results reported in this study. Since the results were almost identical to the results presented in this paper, for brevity, we did not want to overload readers with almost identical tables. However, the results shown in our plots (in Fig. 3) were invariant to this criterion as the criterion only determines which points in these plots to be used as the model convergence points.

The experiment had compared DE with SPL. The original purpose of SPL is to train a DL model with easier samples ahead of more complex samples. SPL does not aim to accelerate the convergence of DL models during the training process. There was no surprise that SPL did not consistently outperform BL significantly in terms of the number of epochs to converge. DeepEutaxy mainly focuses on fixing the inefficient convergence problem in the training process from the batch prioritization perspective, which makes it different from existing fixing techniques or optimizing approaches that are orthogonal to DeepEutaxy (e.g., each training script enhanced by DeepEutaxy can apply each of these techniques). As we have shown in the experiment, DeepEutaxy can be applied on top of existing techniques and produce more promising results. This finding is promising.

It is still worth generalizing the idea of DeepEutaxy to compare it to studies in other research areas like test case prioritization for the software testing purpose [4][11][50] that apparently shares the similarity of reordering elements.
However, we note that our design of prioritization on batches is a direct consequence of guiding DL models to train their weights on the “areas” requiring more attention first. These “areas” are modeled as the notion of search direction in our work, and this notion is represented in a differential term over the weights of a DL model before and after training on the corresponding batch. In general, there are many ways to model these “areas” and notions with concrete representations. It is interesting to explore them in future work.

We used six model-dataset-optimizer combinations in the experiment. The evaluation on more DL models and datasets with different hyperparameter configurations and optimizers can strengthen the generalization of the experiment further.

The experiment measured the convergence in training accuracies and reported the number of epochs used. However, due to inherent randomness in training a DL model, the convergence criterion might be fulfilled by chance. As shown in Fig. 3, the plots of training accuracy during the training process can provide more detailed information to cross-validate the results. From the results, we did not observe abnormality to point to premature satisfaction of the convergence criterion.

A threat is the implementation bugs in the training scripts and the underlying frameworks. The bugs in certain underlying frameworks have been reported in previous work [33] that they could affect the performance of the DL models under training or their inferences. It is beyond our knowledge to what extent these implementation bugs affect the current results for the implementation of bugs in our DL models. We have used ResNet-20, ResNet-32, and MobileNetV2, and two CNN models. We have inspected their code and did not observe abnormality.

The experiment evaluated DE in terms of model convergence as well as training and test accuracies and losses. We compared DE with BL and SPL with a variety of model architecture, datasets, and optimizers to evaluate the effectiveness of DE to strengthen the generalization of the experiment.

V. FURTHER DISCUSSION

We have formulated the fixing of the inefficient convergence problem as a kind of fixing to alleviate the performance problem incurred in training a DL model. As we have shown in the experiment, DeepEutaxy could accelerate the convergence of all six DL models significantly compared to BL and SPL.

Our results provide the first piece of empirical evidence that training batches with descending diversity on the weight changes demonstrate a promising direction to guide a DL model to learn generalized features from batches leading to more significant changes in weights.

In practice, training a practical DL model on a real-world dataset requires tremendous training efforts. For example, as reported in [12], DL models (i.e., ResNet-18 and ResNet-34) are trained with 600,000 iterations on the ImageNet dataset [36], which may require several days or weeks to obtain a converged model. As we have shown in the experiment, DeepEutaxy has the potentials to reduce such training efforts significantly. It is promising to apply and extend DeepEutaxy or its basic ideas to study and address other challenging problems in DL model training.

When applying SGD, each batch of training dataset provides a search direction in the feature space of parameters. It is challenging to find the most suitable direction towards the global optimum in a single step without prior knowledge. Previous studies [19][24] often look for applying regularization terms in the fixing process. Regularization errors are used in back-propagation to update model weights, which needs the feature maps of the forward-propagation on processing the same batch of samples. Owing to the limitation of GPU memory, feature maps across batches could not be cross-referenced without significant performance overheads. We are also unaware of published work presenting techniques to deal with regularization errors across batches efficiently.

Since previous techniques are unaware of how a DL model performs over different batches, their performances have not been optimized to their full potentials in relation to this unexplored dimension. DeepEutaxy oversees the training process, and because of this, it can take advantage of how errors could be handled with priority by a DL model in the subsequent epochs, which provides a new perspective in process optimization unseen to previous work. The empirical results show that the novel design of DeepEutaxy can lead to significant and positive training effects on models with both high and low model complexities.

The inherent randomness of a DL model may affect the convergence of training the model. For example, using Dropout [42] layers may impact the convergence speed of the model because, in each iteration, a subset of randomly selected weights will be updated while others remain unchanged. The intuitive idea of introducing randomness into DL models is to generalize the model better. We noticed that Dropout had been applied in MobileNetV2, and our experimental result has shown that DeepEutaxy outperformed the baseline with MobileNetV2 and MobileNetV2-2 on the CIFAR-10 dataset, indicating the effectiveness of DeepEutaxy. However, we did not comprehensively quantify the effect of the randomness of DL models on DeepEutaxy, and it is worth exploring it further.

An interesting observation is that DL models trained by DeepEutaxy could achieve 100% in training accuracy earlier than BL and SPL. However, this situation might prevent the model from searching for the global optimum further. That is, suppose the training accuracy is 100%, indicating that all training samples are classified correctly, then the loss would be marginal, and thus the gradients derived from the loss function would be minimal, and the weights of the model would be updated slightly and trapped into local optima. There are various proposals to alleviate such problems by adding regularization terms [19] or exquisitely crafted loss functions [47], or using well-designed model architectures [42]. It is interesting to explore the performance of those techniques combining with DeepEutaxy on training DL models.

In practice, it may be computationally expensive to calculate the gradients for all batches and mutually compare their similarity. It may be more practical to choose a subset of weights and gradients and observe their behaviors. Some studies [1][20] have proposed to use the states of merely one
layer, e.g., the layer right before the output softmax layer, to approximate both the features and differences among the status of DL models. Such an approximation may help reduce the computational cost involved in model training. In our experiment, all layers are involved in calculating the similarity between batches, and we did not explore the above possibility further.

DeepEutaxy applied the cosine similarity to measure the diversity between weights and gradients. The cosine similarity has been widely applied in deep learning [25][46]. It measures how similar these two objects are irrespective of their sizes. In this work, we measure to what extent the gradients can provide “new” information for updating weights of a DL model. As we have mentioned, if weights and gradients have the same direction, the update will enhance the existing features obtained only. Other similarity measurements like Euclidean distance may not be suitable in this case. It is interesting to explore other possible distance functions. However, the change in the similarity measure will not change the basic idea of DeepEutaxy. It seems to us that the above-mentioned experimental procedure will still be applicable to evaluate such DeepEutaxy variants.

For the implementation of SPL, we noticed that the performance of SPL could be sensitive to $\lambda$ and $\alpha$ in Equations (3) and (4). If $\lambda$ decreases toward 0, SPL will be increasingly degraded toward BL. If $\lambda$ is too large, then all samples will be identified as difficult, and the model will not be trained, which indicates that developers need to fine-tune hyperparameters carefully when applying SPL into practice. DeepEutaxy does not need such fine-tuning. Having said that, in our experiment, we have demonstrated that DeepEutaxy can further improve the performance of a model trained by SPL.

VI. RELATED WORK

A. Acceleration

Song et al. [41] proposed to use three steps to compress neural networks. First, essential neurons and weights are learned and recognized, while the rest are pruned. Then, weights are quantized, and each weight is stored in fewer bits. Weight sharing is also implemented where weights that have similar values are assigned to the same number in order to save memory. After that, the model with the remaining connections is retrained. The proposed method can reduce the size and complexity of neural networks significantly, while retraining neural networks may increase extra time consumption in terms of neural network acceleration.

Some studies examine DL optimization inspired by the learning process of humans and animals. Bengio et al. [3] proposed curriculum learning to optimize neural networks. The basic idea is to introduce samples that are easy to learn at the beginning, and they gradually increase the complexity of input data for training. The difficulty of training samples is determined by a predefined rank function. The experimental results showed that curriculum learning has an impact on the speed of convergence, while the performance of curriculum learning depends on the quality of the rank function heavily.

Kumar et al. [20] consider the learning process as a joint optimization problem by introducing sample weights as a regularization term to the loss function and proposed Self-Paced Learning (SPL). In each iteration of the training process, the weights of each sample, as well as a parameter vector, are adjusted and updated. In that case, the difficulty of samples is defined and self-learned by the DL model itself. Besides, after the training process, a sample that is difficult at the beginning would become more manageable in retrospect.

Jiang et al. [13] studied the relationship between curriculum learning and self-paced learning and proposed self-paced curriculum learning (SPCL). SPCL considers both prior knowledge and the runtime information by introducing a regularization term composed of sample weights that are determined by the predefined curriculum to the loss function. SPCL can be regarded as a generalization of SPL.

B. Testing and Debugging

The objective of DL testing is to evaluate the quality and expose defects of neural networks. Recent studies proposed various test criteria to evaluate test sufficiency. Pei et al. [32] proposed to use neuron coverage to measure test sufficiency. Given a test dataset, a neuron is said to be covered if the output of the neuron is higher than a specified threshold at least once. Similar to neuron coverage, Ma et al. [27] proposed a more refined way to measure neuron coverage that further divides the output value of neurons into several sections, and a neuron is said to be covered if all sections are covered.

In the area of debugging and fixing neural networks, Ma et al. [29] proposed MODE, a neural network debugging method to repair potential defects of neural networks. Differential analysis is implemented to locate which neurons or layers are problematic, and a feature map is generated to identify the perception of DL models. To debug the DL models and fix bugs, an input selection method is implemented by utilizing a feature map, and the DL model is retrained based on the selected input data.

Tao et al. [44] proposed TRADER to debug recurrent neural networks. To address the embedding problem of the RNN model, a divergence analysis is implemented to investigate the buggy embedding behaviors. Given an input, the trace of the model is obtained, i.e., the intermediate states of the model are collected. To fix these buggy traces, the model is trained on buggy inputs by adding noises to the intermediate states. The experimental results showed that TRADER could consistently increase the accuracy by 5.37% on average.

Zhang and Chan [49] proposed Apricot to fix deep learning models. The intuition is that the DL model that is trained on a small subset of the original training dataset may contain essential information for the correct classification of some particular inputs. Apricot firstly generates a set of such DL models and then utilizes them to provide search directions in adjusting the weights of the DL model under repair.

VII. CONCLUSION

In this paper, we have proposed DeepEutaxy. To the best of our knowledge, it is the first work to address the inefficient
convergence problem of DL models in the training process by batch prioritization. The basic idea of DeepEutaxy is to first train a DL model with the training dataset with several epochs, followed by measuring the diversity between weights of the DL model and the gradients with respect to a given batch before and after the training on that batch and finally reordering. The batch sequence is dynamically reordered based on their measured diversity in descending order. At the point of measurement, batches with larger diversities are fed into the model with higher priority. The batch sequence is re-prioritized after a certain number of epochs. We have evaluated DeepEutaxy with six DL models on the MNIST and CIFAR-10 datasets with different optimizers, showing that DeepEutaxy is particularly promising in fixing the convergence problem in training DL models with different model complexity.

Our future work will mainly focus on investigating the relationship between the training batches and the performance of the DL model in a more refined manner. There are some challenging problems, such as understanding the internal characteristics of neural networks and updating weights with fewer training steps with manageable training and test losses. It is worth exploring the intermediate behaviors of DL models that might be useful for their efficient model optimization. We would like to study these issues in the future. We are also aware that not all gradients of weights are required to observe the internal behaviors of DL models. To reduce the computational cost, weights that are more representative can be chosen for investigation.
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