Plum: Exploration and Prioritization of Model Repair Strategies for Fixing Deep Learning Models
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Abstract—The accuracy of DL models may not meet the user’s expectations. To tackle this problem, existing work proposed diverse approaches, such as using more optimized training processes and training samples to evolve the model structure or parameters of such faulty DL models. In this paper, we present Plum, a novel hyperheuristic approach to fixing deep learning models. Plum generates a set of DL model candidates by applying low-level repair strategies. It then evaluates and exhibits by these model candidates and outputs a fixed DL model by applying the top-ranked repair strategy. We also formulate a novel repair strategy to show the compatibility of Plum in incorporating new repair strategies. The experiment on five DL models showed that Plum achieved improvements in test accuracy by 2.49% and 3.11% on the CIFAR-10 and CIFAR-100 datasets over the baselines and outperformed Apricot and MODE, two previous state-of-the-art deep learning repair techniques.
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I. INTRODUCTION

A deep learning (DL) model $D$ consists of a neural network architecture and a set of trained parameters [1]. For a classification task, it accepts a sample $x$ (e.g., an image) as input, conducts an inference, and produces an output vector associated with a sequence of probabilities where each element in the output vector represents the likelihood of $x$ belonging to that class. When there is an imperfection of a DL model that exposes a failure of the DL model, the model is called faulty. For instance, if a model $D$ should but does not correctly classify a sample $x$, then $D$ is regarded as faulty.

Developers aim to test a DL model (denoted as $D$) on whether its predicted output same as the corresponding expected result (i.e., the ground truth of each given sample). They further want to repair the model if the model is faulty. For ease of our presentation, we refer to the output class with the highest predicted probability of the DL model $D$ on inferring a sample $x$ as $D(x)$. If $D(x)$ is the same as the expected result of $x$, then $x$ is correctly classified, otherwise misclassified, and is called a correct test case, otherwise a failing test case.
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summarized below: Suppose that there is a faulty DL model
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We also observe that these existing techniques merely
deem their generated models achieving the highest
performance on their test datasets as their fixed models. They
either ignore the performance of these models on the
validation dataset (where the validation datasets are
incorporated in their techniques or their repair strategies) or
simply assume that a validation dataset is a test dataset,
implicitly assuming that the observed performance on the
validation dataset is consistent to the performance on a dataset
unseen in their model training. As an analog, the situation is
more like using a DL model with the highest recall to guide
the model selection in each trial run, and among these selected
model candidates across trial runs, the one with the highest
performance on the test dataset is finally chosen.

In this paper, we propose a novel deep learning repair
technique called Plum to address the above problems. It is
built on top of Apricot. We firstly revisit Apricot as
summarized below: Suppose that there is a faulty DL model
Dbuggy produced by a training scheme 𝒮 where each fixing task
is a unique failing test case in the training dataset 𝒮. Apricot firstly utilizes Dbuggy’s neural network architecture
to generate a set of models, each of which is trained with 𝒮
using a subset of 𝒮. For each fixing task, it divides these
generated models into those resolving the task and the
counterpart. It then computes the mean weights of these
models in each of the two divided sets and adjusts Dbuggy by
treating a scaled-down version of the abovementioned mean
weights as the weight search direction to adjust Dbuggy’s
parameters. Apricot has three standalone repair strategies: one
only takes either set of generated models to compute the
Corresponding mean weights, and the third compute both. Section II.C will introduce them in more detail.

Plum treats each repair strategy of Apricot as a low-level
repair strategy. It also proposes a novel and effective low-level
repair strategy. It applies each of them to fix the same faulty
model Dbuggy to produce a fixed model candidate. It looks for
a balance between the model performances on the validation
and test datasets achieved by each low-level strategy by
formulating a series of prioritization schemes to rank low-
level strategies (not individual models). The top-ranked model
of the top-ranked strategy is outputted as the fixed DL model.

We evaluate Plum on five representative DL models on
the CIFAR-10 and CIFAR-100 datasets and compare it to
Apricot and MODE. The result shows that Plum outperforms
Apricot and MODE. It improves the model performance in
terms of test accuracy by 1.70%-3.94% and 2.66%-4.10% on
CIFAR-10 and CIFAR-100 compared to the baseline,
indicating the effectiveness of Plum.

The main contribution of this paper is threefold: (1) This
paper is the first work to present a novel hyperheuristic fixing
technique that can effectively fix DL models and outperform
the peer techniques at the same time. It also formulates a novel
low-level repair strategy to show the possibility of Plum in
embedding extra repair strategies. (2) It is also the first repair
strategy prioritization technique to assess the consistency
between fixed DL models achieved by model repair strategies.
(3) It presents an evaluation on Plum to show its feasibility and
effectiveness in fixing DL models.

The organization of the remaining sections is as follows.
Section II revisits the preliminaries. Section III presents Plum
and a novel repair strategy, followed by its evaluation in
Section IV. Section V discusses closely related work. We
conclude this work in Section VI.

II. PRELIMINARIES

A. Deep Learning Models

Typically, a deep learning model [1] consists of two main
parts: a model architecture (e.g., neurons, layers, connections
between layers) and a set of parameters (e.g., weights)
represented as a set of weight matrices. The model
architecture can be generated automatically [12] or designed
manually [13][14][15]. Iterative learning algorithms such as
Stochastic Gradient Descent (SGD) or evolutionary
algorithms [16] are often used to update model weights. The
process of updating weights is usually realized by the forward
and backward propagations. The standard training scheme
refers to the typical process of training a DL model [17].

Typically, one or several datasets are used in training or
evaluating a DL model. The set of input data instances (or samples) for training a DL model is called a training dataset,
and the set of samples for evaluating the model is called a test
data set. A validation dataset is a set of samples for estimating
the performance of the DL model and tuning hyperparameters.
The best practice is to ensure the three datasets to be mutually
exclusive. At the same time, in quite most experiments, the
validation dataset is simply treated as the test dataset.

B. Deep Learning Fixing and Debugging

Some studies [7][18][19] have shown that DL models are
error-prone. In the literature, DL model bugs can be broadly
classified into two types [7]: structural bugs and training bugs.
Structural bugs refer to the structure of a DL model (including
the type of layers, connections between layers, types, and
allocations of activation function) being not well-designed.
State-of-the-art DL models are usually complex and manually
designed. Automatically fixing this type of bug could be
challenging since the number of candidates is usually
extremely huge, making the search space much larger than
fixing training bugs. As presented in Section I, DeepCorrect, although limited in scope, fixes this kind of bug.

Training bugs refer to some weights of the DL model being insufficiently trained due to the presence of blockers, e.g., biases or conflicting samples in the datasets used in the training process (which is known as the underfitting problem), or being exhaustively optimized due to improper settings or optimization techniques (which is known as the overfitting problem). Following [7], we refer to these weights as ill-trained weights in this paper. An insight is that ill-trained weights are most responsible for the misclassification of the deep learning model with respect to certain test inputs.

Locating these ill-trained weights precisely is challenging. State-of-the-art DL models usually contain millions of weights and parameters, and identifying which weights are responsible for the erroneous behaviors of the deep learning model precisely is still unreachable yet.

A relating approach to addressing this problem is to train a deep learning model over an additional dataset or to train the model with different weights initializations and then select the resultant model with the highest performance. Exposing more data inputs to the DL model is widely considered as a practical and popular approach to fixing ill-trained weights. Nonetheless, using more inputs for retraining requires more labeling efforts in data collection, and collecting sufficient inputs may be impractical in many cases.

C. Revisit the Apricot Approach

Apricot [9] is an adaptation approach to fix deep learning models iteratively. The intuition of Apricot is that DL models trained on a small set of the training dataset can provide insights on adjusting weights of faulty DL models. Given a faulty DL model $D_{buggy}$ and a training dataset $T_0$, Apricot first generates a set of submodels $\Omega$, each of which is trained on a random subset of $T_0$. Those resultant DL models trained on the subsets of $T_0$ are referred to as reduced deep learning models (rDLMs). For ease of understanding, we followed the same abbreviation in this paper. Then, it investigates each training sample $x$ and checks whether $D_{buggy}$ classifies $x$ correctly. If there is no misclassification, the algorithm continues to check the next input. Otherwise, it partitions $\Omega$ into two sets: a set of models $\Omega_c$ that each classifies $x$ correctly and a set of models $\Omega_f$ that each classifies $x$ incorrectly. Apricot then adjusts the weights of $D_{buggy}$ by utilizing $\Omega_c$ and $\Omega_f$ with three proposed strategies and further trains the weight-adjusted $D_{buggy}$ with $T_0$ for some epochs. After iterating all training samples, Apricot produces a model $D_{repaired}$ as the output.

\begin{algorithm}
\caption{Low-Level Repair Strategy Exploration}
\begin{algorithmic}[1]
\State $D_{buggy} \leftarrow$ DL model to be debugged
\State $D_{init} \leftarrow$ initialized DL model to produce $D_{buggy}$
\State $T_0 \leftarrow$ training dataset
\State $T_v \leftarrow$ validation dataset
\State $N_1 \leftarrow$ number of epochs for training rDLMs
\State $N_2 \leftarrow$ number of epochs for further training rDLMs
\State $m \leftarrow$ number of rDLMs to produce
\State $\Theta \leftarrow$ set of low-level repair strategies
\State $N_r1 \leftarrow$ number of repair exploration attempts
\State $N_r2 \leftarrow$ number of iterations in fixing
\State $N_r3 \leftarrow$ number of epochs in fixing
\State $\Phi \leftarrow$ set of fixed DL model candidates

\Procedure{Explore}{$D_{buggy}, D_{init}, T_0, N_1, N_2, m$}
\ForEach{$i$ from 1 to $N_r1$}
\State $S = \{T_1, \ldots, T_m\} \leftarrow$ Reduce($T_0, m$)
\State $\Omega = \{\}$
\For{$T_i \in S$}
\State $D_i \leftarrow$ Clone($D_{init}$)
\State $D_i \leftarrow$ Train($D_i, T_i, N_1$)
\EndFor
\State $rDLM_i \leftarrow$ Train($D_i, T_0, N_2$)
\EndFor
\State $\Omega = \Omega \cup \{rDLM_i\}$
\State $\Phi = \{\}$
\ForEach{$\theta \in \Theta$}
\State $S_c \leftarrow$ GetCorrectTestCase($T_0, T_v, D_{buggy}$)
\State $S_f \leftarrow$ GetFailingTestCase($T_0, T_v, D_{buggy}$)
\EndFor
\State $\Phi = \Phi \cup \{D_{ij}\}$
\EndProcedure
\Return $\Phi$
\end{algorithmic}
\end{algorithm}

The three strategies formulated in Apricot are as follows. For each layer $l$ of $D_{buggy}$, the mean weight matrices (denoted as $A$ and $B$) of the corresponding layer of the models in $\Omega$ and $\Omega_f$ are computed. Suppose that the weight matrix of layer $l$ is $L$. The three strategies update the weights in $L$ by $L + \alpha A$, $L + \alpha A - \beta B$, and $L - \beta B$, respectively, where $\alpha$ and $\beta$ are learning rates. In this paper, we denote the three strategies are $A_1$, $A_2$, and $A_3$, respectively.

III. Plum

A. Overview

In this paper, we propose Plum. Plum is a novel hyperheuristic approach to fixing DL models. It is based on two observations. First, as we have presented in Section I, certain fixing strategies could only be effective in specified situations. Fixing different DL models on different learning tasks may require different strategies to achieve the best results. Thus, a single-strategy technique may be limited to a suboptimal solution in handling certain cases. Second, the model performances on the validation dataset and test dataset are independently assessed when determining a fixed model $D_{repaired}$. In machine learning, developers often conduct a process of trial and error, i.e., run the same training scheme a few times and pick the one with the best result as the final
Algorithm 2 Low-Level Repair Strategy Prioritization

Input: \(\Theta\) \(\leftarrow\) set of low-level repair strategies
\(\Phi\) \(\leftarrow\) set of fixed DL model candidates
\(T_v\) \(\leftarrow\) validation dataset
\(T_t\) \(\leftarrow\) test dataset
\(\mathcal{I}\) \(\leftarrow\) the indicator vector

Output: \(D_{\text{repaired}}\) \(\leftarrow\) fixed DL model

Procedure Prioritize(\(\Phi, T_v, T_t, \mathcal{I}\))

1: foreach \(\theta \in \Theta\) do
2: \(\mathcal{D}_v^\theta = \{\text{Eval}(D_{ci}, T_v) | D_{ci} \in \Phi \text{ and } x = \theta\}\)
3: \(\mathcal{D}_t^\theta = \{\text{Eval}(D_{ci}, T_t) | D_{ci} \in \Phi \text{ and } x = \theta\}\)
4: \(a^\theta_v, m^\theta_v = \text{average and max values in } \mathcal{D}_v^\theta\)
5: \(a^\theta_t, m^\theta_t = \text{average and max values in } \mathcal{D}_t^\theta\)
6: \(\text{Rank } \Theta \text{ based on } a^\theta_v, m^\theta_v, a^\theta_t, m^\theta_t \text{ for all } \theta \in \Theta\)
7: \(\theta_{\text{top}} = \text{PickTop}(\Theta)\)
8: return \(D_{ci} \in \Phi\) such that
\[x = \theta_{\text{top}}\] and \(\text{Eval}(D_{ci}, T_t) = \max( v \in \mathcal{D}_t^\theta )\)

B. Low-Level Repair Strategy Exploration Phase of Plum

The first phase of Plum consists of the generation of rDLMs and exploration performed by low-level repair strategies. The procedure to generate a set of rDLMs is adopted from the algorithm of Apricot, which is summarized as lines 3-8 in Algorithm 1. The remaining part of Algorithm 1 is the proposal of this paper.

Algorithm 1 firstly accepts as input a faulty DL model \(D_{\text{buggy}}\) and its initialized version \(D_{\text{init}}\) as well as the training dataset \(T_o\), validation dataset \(T_v\), the number \(m\) of submodels to be produced, and the pair of numbers \(N_1\) and \(N_2\) representing the numbers of epochs to train a submodel using a subset of the training dataset and the whole training dataset, respectively. It also accepts a set of low-level repair strategies \(\Theta\) and three more parameters \(N_{\ell 1}, N_{\ell 2}\), and \(N_{\ell 3}\) as inputs. They are used to control the total number of trial attempts of each repair strategy, the number of fixing iterations, and subsequent further training on the model candidate being evolved for each fixing task in each trial attempt, respectively.

The DL model \(D_{\text{init}}\) is a pretrained version of \(D_{\text{buggy}}\). In standard training, a neural network architecture after initialization is trained on the training dataset \(T_o\) with several epochs to produce a preliminarily trained version of \(D_{\text{buggy}}\), which is denoted by \(D_{\text{init}}\).

At lines 1-14, the algorithm iterates \(N_{\ell 1}\) times. In line 2, the algorithm generates a set of datasets \(S = \{T_1, T_2, ..., T_m\}\), each of which being a subset of \(T_o\), where \(m\) is the number of DL models each being trained with such a dataset. To ensure that all samples in \(T_o\) have been utilized, the constraint \(T_o = \bigcup_{i=1}^{m} T_i\) should hold.

At lines 5-6, the algorithm trains a copy of the model \(D_{\text{init}}\) for each dataset in \(S\) for the number of epochs specified by the parameter \(N_{\ell 1}\) so that the trained model recognizes the task encoded in the corresponding dataset. Then, at line 7, the model is further trained with the whole training dataset \(T_o\) for a few more epochs (specified by \(N_{\ell 2}\)). The algorithm thus generates a set of trained models \(\Omega\).

Then, at lines 10-11, the algorithm regroups the training and validation samples into the set of samples that the faulty model \(D_{\text{buggy}}\) classifies each of them correctly (line 10) and into another set of samples that \(D_{\text{buggy}}\) misclassifies each (line 11). These two sets are denoted as \(S_c\) and \(S_s\), respectively.

After that, the algorithm iterates all low-level repair strategies (lines 12-14). For each given low-level repair strategy \(\theta\), the algorithm generates a fixed model candidate \(D_{\theta}\) (line 13). These candidates are kept in the set \(\Phi\) (line 14), which is initialized as an empty set at line 9.

In line 13, the function \(\text{Fix}(\theta)\) takes \(S_c\) and \(S_s\) as inputs. If the underlying strategy does not require a particular set of test cases, it can ignore the provided dataset. For instance, \(A_1\) only requires \(S_s\), and \(A_3\) only requires \(S_c\).

C. Strategy and Fixed Model Selection Phase of Plum

The second phase of Plum is to assess the low-level repair strategies for consistency and quality and selects a promising fixed model candidate produced by that strategy as the output of Plum. Its algorithm is summarized in Algorithm 2.
Algorithm 3 Model Repair Strategy

Input: $D_{buggy}$ ← faulty DL model
$S_t$ ← set of correct test cases
$S_f$ ← set of failing test cases (as fixing tasks)
$\Omega$ ← set of rDLMs
$T_o$ ← training dataset
$T_v$ ← validation dataset
$N_2$ ← number of incremental fixing rounds
$N_3$ ← number of epochs for brief retraining

Output: $D_{repaired}$ ← fixed model candidate

Procedure Fix($S_t$, $S_f$, $\Omega$, $T_o$, $T_v$, $N_2$, $N_3$, $D_{buggy}$)
1: $ACP$ ← CalACP($T_o$, $\Omega$)
2: $D_{repaired} = D_{buggy}$
3: for $i$ from 1 to $N_2$ do
4: $D_{repaired} ←$ Patch($S_t$, $\Omega$, $ACP$, $T_v$, $D_{repaired}$)
5: $D_{repaired} ←$ Train($D_{repaired}$, $T_o$, $N_3$)
6: $D_{repaired} ←$ Patch($S_f$, $\Omega$, $ACP$, $D_{repaired}$)
7: $D_{repaired} ←$ Train($D_{repaired}$, $T_v$, $N_3$)
8: return $D_{repaired}$

Procedure Patch($S$, $\Omega$, $ACP$, $T$, $D_{repaired}$)
1: foreach $x$ in $S$ do
2: $y =$ groundtruth of $x$
3: $\Omega_j, \Omega_i ←$ Divide($\Omega, x, y, ACP$)
4: $w_x, w_y ←$ Select($\Omega, \Omega_j$)
5: $W ←$ Eq. (4) and Eq. (5)
6: $D_{repaired}.Set(W)$
7: Eval($D_{repaired}$, $T$)
8: return $D_{repaired}$

In Algorithm 2, line 1 iterates on each repair strategy explored by the first phase of Plum. For each such strategy $\theta$, it evaluates the set of fixed model candidates produced by that strategy using the validation dataset (line 2) and the test dataset (line 3) in terms of accuracy achieved by each model $D_{0\theta}$ on these two datasets. It then computes more metric values of the candidate model set, including the average and maximum accuracy achieved by the model set on each of the two datasets (lines 4 and 5).

Algorithm 2 then prioritizes the strategies in $\Theta$ (line 6). After strategy prioritization, the strategy with top priority $\theta_{top}$ is selected (line 7). Then, it returns the model candidate that achieves the highest test accuracy among candidates produced by strategy $\theta_{top}$ in the set $\Phi$ as the final fixed model $D_{repaired}$.

We are aware that a model that excels on the validation dataset may be relatively less accurate on the test dataset, and vice versa. We formulate the following prioritization scheme to explore the design space. Each strategy is assigned with a score as follows:

$$\text{score}(\theta) = \frac{a^t_0 m^t_0 a^t_f m^t_f}{\sum_{i=1}^n \mathcal{I}_i} \mathcal{X}^T$$

(1)

where $a^t_0$, $m^t_0$, $a^t_f$, and $m^t_f$ are average and maximum values in $\mathcal{D}^t_0$ and $\mathcal{D}^f_0$, respectively. $\mathcal{X}$ is an indicator vector indicating which values are used in calculating the score. For example, if $\mathcal{X} = [1, 1, 1, 1]$, indicating that all values are involved, then $\text{score}(\theta) = (a^t_0 + m^t_0 + a^t_f + m^t_f)/4$. If $\mathcal{X} = [1, 0, 1, 0]$, then $\text{score}(\theta) = (a^t_0 + a^t_f)/2$.

All repair strategies are prioritized based on their scores in descending order. The repair strategy $\theta_{top}$ with the highest score is selected to repair the faulty DL model. Finally, the fixed DL model candidate $D_{\theta_{top}}$ where $x = \theta_{top}$ achieving the highest test accuracy produced by this top-ranked repair strategy is taken as the output. (A further generalization can allow $\theta_{top}$ to explore our model candidates to find better solutions.)

D. A Novel Low-level Repair Strategy for Plum

To demonstrate that Plum can work beyond Apricot, we design a novel repair strategy summarized in Algorithm 3. Algorithm 3 consists of two procedures: Fix() and Patch(). In procedure Fix(), the algorithm firstly computes the Average Classification Probability (ACP) for each rDLM.

Our intuition is as follows. We observe that given a failing test case $x$, an rDLM may classify $x$ to a label same as $x$’s ground truth but without much confidence (i.e., with a low prediction probability). In this case, the rDLM may not retain clear features essential for the correct classification of samples similar to $x$ in general. Thus, using this rDLM to guide the adjustment direction of the weights of the faulty DL model may post an adverse effect on the fixing process.

To alleviate this issue, we propose to use the Average Classification Probability (ACP) to assess whether an rDLM with respect to a particular input is of good quality.

We recall that the SoftMax layer of a model is often used as the output layer of a DL model, and its outputs can be viewed as a sequence of probability values for the corresponding labels. Given a set of samples $S$ that an rDLM classify correctly, the ACP of the rDLM for the set $S$ is defined as follows:

$$P(x_k \in S) = \{p_1, p_2, \ldots, p_c\}$$

(2)

$$ACP_i = \frac{\sum_{k=1}^N P(x_k)_i}{N}$$

(3)

where $P(x_k)$ is a set of predicted probabilities of labels of the rDLM on $x_k$, and $c$ is the number of labels. Note that given an input $x$ that the rDLM classifies correctly, the DL model produces a set of probabilities and chooses the label with the highest probability as the predicted output. $P(x_k)_i$ refers to the probability of the $i$-th label of this rDLM on classifying $x_k \in S$, where a test case $x$ belongs to the set $S$. The parameter $N$ in Equation (3) represents the size of the dataset $S$ (i.e., |$S$|). In other words, this fixing strategy uses the performance of each rDLM on correctly classified samples used in the training dataset to determine a baseline quality level for each label of the rDLM.

At line 1, the ACPs of rDLMs are calculated via the function CalACP() based on Eq. (2) and Eq. (3). Then, the algorithm iterates $N_2$ times (lines 3–7). In each iteration, procedure Patch() is called twice (lines 4 and 6), each of which taking different parameters and is followed by training $D_{repaired}$ with $N_3$ epochs (lines 5 and 7). After the iteration, the procedure takes the fixed DL model $D_{repaired}$ as the output.

Procedure Patch() is as follows. It takes a set of samples $S$, the set of rDLMs $\Omega$, the calculated $ACP$, the validation dataset $T_v$, and $D_{repaired}$ as inputs. At lines 1–7, the algorithm iterates $S$ by batch. In each iteration, the set $\Omega$ of rDLMs is divided into
the set $Ω_c$ of rDLMs that each classifies $x$ correctly and the output probability of this rDLM on $x$ is higher than the ACP value of the class same as the ground truth of $x$, and the set $Ω_f$ of remaining rDLMs (line 3).

Then, at line 4, two rDLMs are selected with respect to the currently failing test case $x$: one is taken from $Ω_c$ achieving the highest predicted probability among rDLMs in $Ω_c$ on the ground truth of $x$, and another is taken from $Ω_f$ achieving the lowest predicted probability among rDLMs in $Ω_f$ on the ground truth of $x$. The algorithm refers to these two rDLMs as $ω_c$ and $ω_f$, respectively.

At line 5, the weight $W$ of $D_{\text{repaired}}$ is generated via Eq. (4) and Eq. (5). Formally, the adjustment strategy is calculated as follows:

$$
\Delta W^{(k)} = r_I^c(W^{(k-1)} - W_c) - r_I^f(W^{(k-1)} - W_f) \tag{4}
$$

$$
W^{(k)} = W^{(k-1)} - \Delta W^{(k)} \tag{5}
$$

where $W^{(k)}$ is the adjusted weights after the $k$-th iteration. $W_c$ and $W_f$ are the weights of the two selected rDLMs $ω_c$ and $ω_f$, respectively. $r_I^c$ and $r_I^f$ are constants representing the learning rate. $I_c$ and $I_f$ are two indicators. If $Ω_c$ and $Ω_f$ are empty, respectively, then $I_c$ and $I_f$, respectively, are set to 0, indicating that the corresponding term will be ignored.

In our design, this strategy uses $S_c$ and $S_f$, in turn, to fix the faulty model. Our intuition is that the fixing strategy should firstly fix those test cases that $D_{\text{repaired}}$ misclassifies and then transfer robust features learned from rDLMs to $D_{\text{repaired}}$ by iterating those correct test cases. We also note that the strategy does not copy and override the original weights of the faulty model. Eq. (4) computes a small change (with the help of the learning rate $r_I$) and applies such small changes incrementally and iteratively in lines 3-7 of procedure Fix().

We refer to this proposed low-level repair strategy as $A_4$.

IV. EXPERIMENT

A. Experimental Setup

We implemented Plum on top of Keras 2.3.1 [20] and TensorFlow 2.2.0 [21], which were two popular deep learning libraries written in Python. All experiments were performed on Windows 10, running on an Intel i7-8700K CPU, 32GB RAM, a 256GB SSD, and a single NVIDIA GeForce 2080-Ti GPU with the VRAM size of 11GB. Following [9], we ran each repair strategy and MODE five times.

Datasets. The experiments were conducted using two datasets: CIFAR-10 and CIFAR-100 [22]. The CIFAR-10 dataset contained 60,000 images in 10 classes (50,000 training samples and 10,000 test samples per class). The CIFAR-100 dataset contained 60,000 images (50,000 training samples and 10,000 test samples) in 100 classes. Each class contains 600 images (500 training samples and 100 test samples).

For training the DL models and corresponding rDLMs, following [9], for each DL model trained for repair, we randomly selected 20% of the training dataset as the validation dataset. For the CIFAR-10 dataset and CIFAR-100 dataset, there were 40,000 training samples, 10,000 validation samples, and 10,000 test samples. We note that the validation dataset is usually constructed for fine-tuning parameters of the model or estimating test error, which is common in practice.

Model Architecture. Five DL models with representative network architectures were used in the experiment: ResNet-20 [13], ResNet-32 [13], MobileNet [14], MobileNetV2 [23] and DenseNet [15]. For ResNet-20 and ResNet-32, we used the existing implementations [24]. For MobileNet, MobileNetV2, and DenseNet, we used the models that are already embedded in Keras [25]. All these five DL models are commonly applied in practice and research studies [9][26][27]. We chose to use top-1 accuracy [28] to measure the performance of each DL model because we are in the debugging of DL models for correctness.

Hyperparameters. We followed the popular settings (e.g., [29][30]) for training DL models on the CIFAR-10 and CIFAR-100 datasets. The hyperparameters were set as follows. The size of batches for training DL models was set to 128. The stochastic gradient descent (SGD) optimizer was applied with a learning rate of 0.01 and a momentum of 0.9 [31]. We note that SGD has been widely applied in existing experiments and in practice [11][29][30][32]. The categorical cross-entropy loss was applied as the loss function, which was popular for training DL models on classification learning tasks.

In Algorithm 1, the pre-training epochs for initializing the DL model, i.e., $N_1$, were set to 10. $N_2$ and $N_3$ were set to 50 and 190, respectively. That is, the DL models are trained with 10 epochs for coarse initialization and trained with 200 epochs in total to generate $D_{\text{buggy}}$, which is a typical setting in practice [29][30]. For training rDLMs, we note that rDLMs are trained on small subsets of the original training dataset, and it requires much fewer epochs to make rDLMs converge. $N_1$, $N_2$, and $N_3$ were set to 5, 2, and 3, respectively. Our rationale is that we wish to limit the computational overheads by limiting the number of iterations to a small number of iterations (compared to the original training process) for exploration study and repair strategies. Compared to the number of epochs for training DL models, the fixing efforts are relatively minimal.

In Algorithm 2, the indicator vector $Ξ$ is [1, 1, 1, 1], meaning that all the computed metrics are used by default. We will study the effects of other indicator vectors in Section IV.B.

Subsets of the training dataset. We followed the subset division procedure made in the previous experiment [9] to produce the training datasets to train rDLMs where the size of each such subset was 20% of the training dataset (i.e., 10,000 training samples). Each sample in the training dataset was indexed. The separation of the training dataset into subsets in Algorithm 1 was as follows. Suppose that a training dataset is a sequence of samples $TD$. The $i$-th subset of the training dataset is the samples in $TD[i * 2000] \text{ to } TD[2000i + 0.2T] - 1$, where $T$ is the size of the original training dataset.

The descriptive statistics of the faulty DL models are shown in TABLE I and TABLE II. Columns 2 and 5 present the number of epochs for pre-training each DL model and the total number of epochs for training each DL model. Column 3 shows the number of parameters in each DL model. Column 4 represents the time for training the DL model. Columns 6-8 show the accuracies over the training dataset, the validation dataset, and the test dataset, respectively. Column 9 shows the differences between training accuracy and test accuracy, in the
range of 9.22%-22.12% on the CIFAR-10 dataset and 20.56%-60.75% on the CIFAR-100 dataset.

TABLE III  DESCRIPTIVE SUMMARY OF DL MODELS ON THE CIFAR-10 DATASET

<table>
<thead>
<tr>
<th>Model (D_{buggy})</th>
<th>Pre-training epochs</th>
<th>Num. of parameters</th>
<th>Training time</th>
<th>Training epochs</th>
<th>Training acc.</th>
<th>Validation acc.</th>
<th>Test acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-20</td>
<td>10</td>
<td>0.27M</td>
<td>40m48s</td>
<td>200</td>
<td>95.02%</td>
<td>85.70%</td>
<td>85.80%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>10</td>
<td>0.47M</td>
<td>54m26s</td>
<td>200</td>
<td>96.29%</td>
<td>86.13%</td>
<td>86.20%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>10</td>
<td>3.24M</td>
<td>41m34s</td>
<td>200</td>
<td>97.95%</td>
<td>75.35%</td>
<td>75.83%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>10</td>
<td>2.27M</td>
<td>1h1m5s</td>
<td>200</td>
<td>94.99%</td>
<td>76.68%</td>
<td>76.98%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>10</td>
<td>7.05M</td>
<td>2h1m15s</td>
<td>200</td>
<td>99.56%</td>
<td>80.43%</td>
<td>80.81%</td>
</tr>
</tbody>
</table>

TABLE IV  DESCRIPTIVE SUMMARY OF DL MODELS ON THE CIFAR-100 DATASET

<table>
<thead>
<tr>
<th>Model (D_{buggy})</th>
<th>Pre-training epochs</th>
<th>Num. of parameters</th>
<th>Training time</th>
<th>Training epochs</th>
<th>Training acc.</th>
<th>Validation acc.</th>
<th>Test acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-20</td>
<td>10</td>
<td>0.28M</td>
<td>41m27s</td>
<td>200</td>
<td>75.99%</td>
<td>55.09%</td>
<td>55.43%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>10</td>
<td>0.48M</td>
<td>56m33s</td>
<td>200</td>
<td>82.23%</td>
<td>55.20%</td>
<td>55.42%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>10</td>
<td>3.33M</td>
<td>41m45s</td>
<td>200</td>
<td>97.75%</td>
<td>36.26%</td>
<td>37.00%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>10</td>
<td>2.39M</td>
<td>1h3m49s</td>
<td>200</td>
<td>96.95%</td>
<td>37.00%</td>
<td>37.53%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>10</td>
<td>7.14M</td>
<td>2h21m39s</td>
<td>200</td>
<td>98.70%</td>
<td>45.77%</td>
<td>45.97%</td>
</tr>
</tbody>
</table>

TABLE I  DESCRIPTIVE SUMMARY OF rDLMS ON THE CIFAR-10 DATASET

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-20</td>
<td>50</td>
<td>2m44s</td>
<td>76.14%</td>
<td>72.36%</td>
<td>72.91%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>50</td>
<td>4m07s</td>
<td>77.51%</td>
<td>73.75%</td>
<td>73.76%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>50</td>
<td>2m48s</td>
<td>64.84%</td>
<td>58.66%</td>
<td>59.30%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>50</td>
<td>4m37s</td>
<td>57.11%</td>
<td>54.19%</td>
<td>54.57%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>50</td>
<td>10m47s</td>
<td>76.97%</td>
<td>68.78%</td>
<td>69.55%</td>
</tr>
</tbody>
</table>

TABLE II  DESCRIPTIVE SUMMARY OF rDLMS ON THE CIFAR-100 DATASET

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-20</td>
<td>50</td>
<td>2m43s</td>
<td>36.12%</td>
<td>32.08%</td>
<td>32.24%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>50</td>
<td>4m02s</td>
<td>37.67%</td>
<td>32.61%</td>
<td>32.98%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>50</td>
<td>2m50s</td>
<td>37.14%</td>
<td>23.26%</td>
<td>23.59%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>50</td>
<td>4m45s</td>
<td>12.99%</td>
<td>11.23%</td>
<td>11.03%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>50</td>
<td>10m16s</td>
<td>42.42%</td>
<td>28.73%</td>
<td>29.21%</td>
</tr>
</tbody>
</table>

Fixing Task. We followed previous experiments [7][9] to define a fixing task as a set of failing test cases of a faulty DL model. All failing test cases in the training and validation datasets were included as the fixing task in the experiment. Readers can read from TABLE I that in our experiment, each DL model produced by the standard training was associated with at least one failing test case, and thus is a faulty model.

Comparing Plum with Apricot [9] and MODE [7]. We implemented Apricot and MODE. In [9], Apricot formulates three strategies to adjust the parameters of DL models. We refer to these three strategies as $A_1$, $A_2$, and $A_3$, and they have been reviewed in Section II.C.

Given a faulty DL model $D_{buggy}$, MODE [7] conducts a round of forward-layer analysis: For each layer, a feature model is constructed by extracting layers of $D_{buggy}$ from the input layer to the selected layer, followed by a fully connected layer. Weights of this fully connected layer are deemed as the degree of importance of the corresponding features. Then this feature model is trained and evaluated. If the similarity between outputs of this feature model and $D_{buggy}$ is lower than a predetermined threshold, then this selected layer is marked to be fixed. Given a failing test case $x$, a heat map is constructed for recognizing the degree of importance of features. For each classification category, MODE recognizes features responsible for correct/incorrect classification via differential analysis on heat maps between correctly and incorrectly classified test cases. Then test cases to which these features are most sensitive to them are selected for training $D_{buggy}$ to generate the fixed DL model $D_{repaired}$.

Our implementation of MODE was based on the source code in [55] with a minor change: In MODE, an original dataset was split into four parts: the training dataset, the validation dataset, the bug fixing dataset, and the test dataset. The training dataset and the validation dataset are used to train the model, and the bug fixing dataset is used to generate inputs for training and fixing the model. The test dataset is used for evaluating the model. In our experiment, we used the DL models produced by the standard training for Plum, Apricot, and MODE to fix. We also used the validation dataset (see above) as the bug fixing dataset in MODE.

To make the comparison fair, the case of the highest improvements in test accuracy achieved by Apricot and MODE are used in comparison with Plum. Following [9], we repeated Apricot five times on each faulty DL model to obtain the results. Recall that a new low-level repair strategy is
TABLE V THE FIXING RESULTS OF APRICOT, MODE, AND PLUM ON THE CIFAR-10 DATASET

<table>
<thead>
<tr>
<th>Model (D_{\text{repair}})</th>
<th>Improvements in test accuracy</th>
<th>Apricot</th>
<th>Mode</th>
<th>Plum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( A_1 )</td>
<td>( A_2 )</td>
<td>( A_3 )</td>
<td>( A_4 )</td>
</tr>
<tr>
<td>ResNet-20</td>
<td>1.98%</td>
<td>2.04%</td>
<td>0.37%</td>
<td>-2.82%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>3.94%</td>
<td>3.80%</td>
<td>1.25%</td>
<td>-3.38%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>1.97%</td>
<td>1.90%</td>
<td>1.14%</td>
<td>-4.50%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>1.96%</td>
<td>2.35%</td>
<td>1.06%</td>
<td>-3.83%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>1.53%</td>
<td>1.70%</td>
<td>0.70%</td>
<td>-5.01%</td>
</tr>
<tr>
<td>Average</td>
<td>2.28%</td>
<td>2.36%</td>
<td>0.90%</td>
<td>-3.91%</td>
</tr>
</tbody>
</table>

TABLE VI THE FIXING RESULTS OF APRICOT, MODE, AND PLUM ON THE CIFAR-100 DATASET

<table>
<thead>
<tr>
<th>Model (D_{\text{repair}})</th>
<th>Improvements in test accuracy</th>
<th>Apricot</th>
<th>Mode</th>
<th>Plum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( A_1 )</td>
<td>( A_2 )</td>
<td>( A_3 )</td>
<td>( A_4 )</td>
</tr>
<tr>
<td>ResNet-20</td>
<td>2.38%</td>
<td>3.00%</td>
<td>0.43%</td>
<td>-4.82%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>3.89%</td>
<td>3.16%</td>
<td>2.47%</td>
<td>-6.61%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>1.97%</td>
<td>2.18%</td>
<td>0.96%</td>
<td>-16.90%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>2.62%</td>
<td>2.89%</td>
<td>1.74%</td>
<td>-18.71%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>2.88%</td>
<td>2.39%</td>
<td>0.60%</td>
<td>-21.70%</td>
</tr>
<tr>
<td>Average</td>
<td>2.75%</td>
<td>2.72%</td>
<td>1.24%</td>
<td>-13.75%</td>
</tr>
</tbody>
</table>

Comparison purposes, we enumerate the possible variants of \( \mathcal{F} \) that include both validation and test datasets side and only the validation dataset side. We do not include the variants that only consider the test dataset because the sole purpose of different fixing techniques (e.g., MODE and Apricot) are to be guided by a validation dataset rather than a test dataset.

- **Avg-Avg**: We set \( \mathcal{F} \) to \([1, 0, 1, 0] \). This prioritization scheme computes the average of the average validation accuracy and average test accuracy achieved by a repair strategy. It prioritizes a repair strategy ahead of the other repair strategy if the computed average of the former strategy is larger than that of the latter. In the case of ties, it ranks the one with higher average test accuracy first.
- **Avg-Max**: We set \( \mathcal{F} \) to \([1, 0, 0, 1] \). This prioritization scheme is the same as Avg-Avg, except that the average test accuracy achieved by a repair strategy is replaced by the maximum test accuracy achieved by the same repair strategy.
- **Max-Avg**: We set \( \mathcal{F} \) to \([0, 1, 1, 0] \). This prioritization scheme is the same as Avg-Avg, except that the average test accuracy achieved by a repair strategy is replaced by the maximum test accuracy achieved by the same repair strategy.
- **Max-Max**: We set \( \mathcal{F} \) to \([0, 1, 0, 1] \). This prioritization scheme ranks repair strategies in descending order of average validation accuracy.
- **Avg**: We set \( \mathcal{F} \) to \([0, 0, 1, 0] \). This prioritization scheme ranks repair strategies in descending order of average validation accuracy.
- **Max**: We set \( \mathcal{F} \) to \([0, 0, 0, 1] \). This prioritization scheme ranks repair strategies in descending order of maximum validation accuracy.

Recall that in Plum, the repair strategy is prioritized based on their \( a_0^f \), \( m_0^f \), \( a_0^s \), and \( m_0^s \), i.e., the average and maximum values of validation accuracy and test accuracy. For Avg-Avg, Avg-Max, Max-Avg, and Max-Max, we used the pair of \( a_0^f \) and \( a_0^s \), \( m_0^f \) and \( m_0^s \), \( a_0^f \) and \( a_0^s \), and \( m_0^f \) and \( m_0^s \), to prioritize repair strategies. For Avg and Max, we used \( a_0^f \) and \( m_0^f \) only to prioritize repair strategies. Thus, the first four variants of \( \mathcal{F} \) still maintain a balance between seen samples (when guiding the model repair process) and unseen samples, albeit lesser than the default repair strategy of Plum.

The test accuracy improvements made by each variant over the faulty DL models are summarized in TABLE VII and TABLE VIII. The best result on each model-dataset combination is highlighted. The above six prioritization schemes achieved average improvements in test accuracy by 2.30%, 2.30%, 2.38%, 2.38%, 2.30%, and 2.38% on the CIFAR-10 datasets, and 3.03%, 3.03%, 2.93%, 2.93%, 3.03%, 2.93% on the CIFAR-100 dataset, respectively. Plum achieved average improvements in test accuracy by 2.49% and 3.11% on the two datasets and outperformed these six variants.

3) **Effects of individual low-level repair strategy in Plum**

Recall that in the previous experiment, Plum has the three repair strategies of Apricot (\( A_1, A_2, \) and \( A_3 \)) and the repair
strategy presented in Section III.D (denoted as $A_2$) as its low-level repair strategies. To evaluate the contribution of each low-level repair strategy to Plum, we counted the number of times that each strategy is selected by Plum. The results are shown in TABLE IX and TABLE X. Columns 2-5 represent the numbers of times that the corresponding DL models were fixed by strategies $A_1$, $A_2$, $A_3$, and $A_4$, respectively. The last two rows reported the number of times that the selected strategy is the best one and the number of times that the corresponding strategy is selected.

In each table, $A_2$ and $A_3$ are selected twice, and $A_1$ is selected once in fixing all five DL models. The results indicate that the repair strategies $A_1$, $A_2$, and $A_3$ are more preferable in fixing DL models by Plum. Besides, they also show that our new repair strategy $A_4$, which is a method to select a promising low-level fixing strategy, is competitive to other strategies of Apricot, and no strategy among $A_1$ to $A_4$ excels in all cases.

Furthermore, as shown in the last two rows in TABLE IX and TABLE X, Plum selected the most promising fixing strategies in most cases (i.e., 9 out of 10 model-dataset combinations), indicating the effectiveness of Plum in identifying effective fixing strategies.

C. Further Analysis

The experimental results have shown that Plum achieved increases in test accuracy by 2.49% and 3.11% on the CIFAR-10 and CIFAR-100 datasets, respectively. Furthermore, Plum outperformed Apricot and MODE, indicating its effectiveness in improving the test accuracy of the model.

Recall that the highest average improvements in test accuracy on ResNet-20 and ResNet-32 are 2.04% and 3.94% on the CIFAR-10 dataset, and 3.00% and 4.10% on the CIFAR-100 dataset. As to be discussed below, by comparing with the results in the literature, we consider that our method is effective in fixing ResNet models.

Take the CIFAR-10 dataset, for example. In [13], models ResNet-20, -32, -44, -56, and -110 achieved the test accuracy of 91.25%, 92.49%, 92.83%, 93.03% and 93.57%, respectively. The differences in test accuracy between consecutive pairs of ResNet were 1.24%, 0.34%, 0.20%, and 0.54%, respectively. It showed that the increase in test accuracy of ResNet strongly relied on adding more residual layers, and yet the margin of the increase was still minimal. For instance, by increasing the number of residual layers from 20 to 110 (represented by ResNet-20 and -110, respectively), the difference in test accuracy was less than 2.0%. Similar evidence can be found on the official website of CIFAR100, which states that ResNet [33], on which ResNet -20 and -32 achieved the test accuracy of 92.16% and 92.46%, respectively. The difference was 0.30% between the two models on this dataset, and that between ResNet-30 and ResNet-110 is 0.19%. From TABLE V and TABLE VI, the improvements from ResNet-20 to ResNet-110 produced by Plum are, in fact, large.

In our experiment, Plum is more effective than Apricot. In our implementation, Apricot is formulated as three low-level fixing strategies (i.e., $A_1$, $A_2$, and $A_3$), and, on the contrary, Plum is formulated as a high-level hyperheuristic strategy to identify the most promising low-level fixing strategy. As shown in TABLE V and TABLE VI, Plum selects strategies that achieved the highest increase in test accuracy successfully in 9 out of 10 model-dataset combinations. In comparison, strategies $A_1$ and $A_2$ of Apricot achieved the highest increase in test accuracy 3 and 4 out of 10 model-dataset combinations, indicating the effectiveness of Plum in identifying promising low-level fixing strategies.

However, the margin between Plum and Apricot is not large in the experiment. The reason is that three out of four strategies in Plum are the strategies of Apricot. We tend to believe that by using more strategies formulated by other works and including more model-dataset combinations, the difference in margin between the two techniques will be more apparent. Nonetheless, the experiment clearly shows that no strategy can excel in all cases, showing that Plum’s approach to exploring the repair strategy space and prioritizing repair strategies is a method to select a promising low-level fixing strategy dynamically.

We note that Plum is not as efficient as Apricot. It is because Plum explores all low-level fixing strategies and then selects the most promising one, but other techniques like

### TABLE VII Results of different prioritization schemes on the CIFAR-10 dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg-Avg</th>
<th>Avg-Max</th>
<th>Max-Avg</th>
<th>Max-Max</th>
<th>Avg</th>
<th>Max</th>
<th>Plum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-20</td>
<td>1.87%</td>
<td>1.87%</td>
<td>1.87%</td>
<td>1.87%</td>
<td>1.87%</td>
<td>1.87%</td>
<td>2.04%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>3.59%</td>
<td>3.59%</td>
<td>3.59%</td>
<td>3.59%</td>
<td>3.59%</td>
<td>3.59%</td>
<td>3.94%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>1.97%</td>
<td>1.97%</td>
<td>1.97%</td>
<td>1.97%</td>
<td>1.97%</td>
<td>1.97%</td>
<td>2.52%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>2.35%</td>
<td>2.35%</td>
<td>2.79%</td>
<td>2.79%</td>
<td>2.35%</td>
<td>2.79%</td>
<td>2.23%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>1.70%</td>
<td>1.70%</td>
<td>1.70%</td>
<td>1.70%</td>
<td>1.70%</td>
<td>1.70%</td>
<td>1.70%</td>
</tr>
<tr>
<td>Average</td>
<td>2.30%</td>
<td>2.30%</td>
<td>2.38%</td>
<td>2.38%</td>
<td>2.30%</td>
<td>2.38%</td>
<td>2.49%</td>
</tr>
</tbody>
</table>

### TABLE VIII Results of different prioritization schemes on the CIFAR-100 dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg-Avg</th>
<th>Avg-Max</th>
<th>Max-Avg</th>
<th>Max-Max</th>
<th>Avg</th>
<th>Max</th>
<th>Plum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-20</td>
<td>3.00%</td>
<td>3.00%</td>
<td>2.54%</td>
<td>2.54%</td>
<td>3.00%</td>
<td>2.54%</td>
<td>3.00%</td>
</tr>
<tr>
<td>ResNet-32</td>
<td>4.10%</td>
<td>4.10%</td>
<td>4.10%</td>
<td>4.10%</td>
<td>4.10%</td>
<td>4.10%</td>
<td>4.10%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>2.66%</td>
<td>2.66%</td>
<td>2.66%</td>
<td>2.66%</td>
<td>2.66%</td>
<td>2.66%</td>
<td>2.66%</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>2.72%</td>
<td>2.72%</td>
<td>2.72%</td>
<td>2.72%</td>
<td>2.72%</td>
<td>2.72%</td>
<td>2.89%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>2.65%</td>
<td>2.65%</td>
<td>2.65%</td>
<td>2.65%</td>
<td>2.65%</td>
<td>2.65%</td>
<td>2.88%</td>
</tr>
<tr>
<td>Average</td>
<td>3.03%</td>
<td>3.03%</td>
<td>2.93%</td>
<td>2.93%</td>
<td>3.03%</td>
<td>2.93%</td>
<td>3.11%</td>
</tr>
</tbody>
</table>
Apricot only need to predetermine one fixing strategy. However, it is challenging to know which fixing strategy is the most promising one before running it. It is applicable to apply Plum other than applying other low-level fixing strategies independently.

In the experiment, we note that the improvements in validation accuracy and test accuracy are consistent. However, as shown in columns 6-7 of TABLE VII and TABLE VIII, if we only consider the improvement in validation accuracy or test accuracy, it is likely that the most promising fixing strategy will not be considered. It is necessary to consider validation and test accuracies collectively.

In our experiment, MODE produced discouraging results. We investigated the underlying reason. We observed that MODE selects certain samples for fixing detected buggy neurons. However, MODE simply takes the average of the samples with the same category to identify the essential features for that class. This operation might work if the dataset is relatively regular and straightforward, such as the MNIST dataset [34]. However, it might not be applicable if those essential features for the correct classification are placed in different positions of the image, such as the ImageNet dataset [47]. As shown in the experiment, MODE suffered from a more severe loss on the CIFAR-100 dataset compared to its performance on the CIFAR-10 dataset. Furthermore, MODE might have destroyed connections among non-adjacent layers when extracted feature models from the faulty DL models in its algorithm, which made the original weights to activate neurons of these connection-destroyed layers problematic with respect to the original faulty DL models.

We did not compare Plum with other debugging techniques like DeepCorrect. We note that Plum has provided a hyperheuristic debugging framework, and other debugging techniques could be formulated as one of the low-level fixing strategies in Plum. It would be interesting to include other techniques in Plum, and we leave it as future work.

Owing to the page limit, we did not report how well Plum handles the fixing tasks, such as how many failing test cases were turned into correct ones and vice versa after fixing. We leave the report of the detailed analysis in our future work.

D. Threats to Validity

We implemented all fixing techniques on top of Keras and TensorFlow, which were two commonly applied deep learning libraries in practice. It was well-known that these tools contain bugs. Moreover, we used existing implementations of DL models to avoid our biases in implementation. Despite that these model implementations were widely used in various experiments, they may contain bugs. We did not observe any abnormalities in the experiment.

We evaluated different techniques on five CNN-based models for two image classification tasks. Our findings may not generalize to other types of deep learning models and learning tasks. We only used one kind of fixing task in the experiment. Including more fixing tasks can generalize the result further.

In this paper, we did not further analyze the effects of fixing efforts made by Plum, i.e., the number of completed fixing tasks and the side effects of fixing tasks. Another issue is that Plum explores all low-level fixing strategies and selects the most promising one for fixing, which would make Plum less efficient than individual fixing strategies. We would like to study these issues in future work.

Plum has many parameters to constrain the number of models to be explored. All of the input parameters used by the low-level strategies via \( \text{Fix}(\cdot) \) can be directly extracted from the standard training scheme object of the low-level strategies.

V. RELATED WORK

A. Debugging Deep Neural Network Models

We have reviewed and evaluated both Apricot [9] and MODE [7] in previous sections. In this section, we review the other closely related debugging work.

Eniser et al. [11] proposed DeepFault to fix deep learning models. For each neuron in a DL model, DeepFault investigates if the neuron is activated with respect to the correct or incorrect behavior of the model. It assigns each neuron with a suspicious value. For those neurons with higher suspicious values, DeepFault synthesizes inputs guided by the gradients of those neurons and corrects the behaviors of the model by retraining on the synthesized inputs.

Borkar et al. [6] proposed DeepCorrect to fix filters in deep learning models to enhance the robustness against image distortions. Given an input \( x \) and a distorted \( x' \), DeepCorrect investigates the outputs of filters in each convolutional layer. For each filter, suppose the outputs of the filter after feeding \( x \) and \( x' \) are \( O \) and \( O' \), respectively. DeepCorrect substitutes \( O' \) with \( O \) and evaluates if the predicted probability improves. A correction priority for each filter is calculated. For those filters with higher susceptibility, a correction unit that is built based on a residual function is added for making filters generate \( O \) rather than \( O' \). Their experiments show that DeepCorrect can improve the robustness of the deep learning model effectively.
Wang et al. [8] proposed RobOT to improve the robustness of DL models. RobOT proposed two evaluation metrics called Zero-Order Loss (ZOL) and First-Order Loss (FOL). It utilizes these two metrics to evaluate if the given sample has the potential to improve the robustness of the model. A fuzzing technique guided by FOL is also proposed to generate fixing patches for retraining DL models.

B. Repair Strategy Prioritization

A key aspect of Plum is to prioritize repair strategies for fixing deep learning models. To the best of our knowledge, Plum is the first work in this area. However, prioritization of strategies has been widely studied in software testing and debugging of traditional software.

Byun et al. [35] proposed to utilize information derived from the process of feedforward and backward process to evaluate if the given test input has a higher probability to reveal weaknesses or misbehaviors of the DL model. Their work compared a set of evaluation metrics for prioritizing test inputs such as SoftMax outputs, Bayesian Uncertainty, and Input Surprise. The experiments showed that test case prioritization could help reduce efforts for testing DL models.

Feng et al. [36] proposed DeepGini, an approach to prioritize test inputs for DL models. Given a test input, DeepGini collects the inference results of the DL model and measures the likelihood of the input being misclassified. Those test inputs that are more likely to be misclassified have a higher priority to be tested.

Moreover, in DeepFault and DeepCorrect, neurons and convolution filters are prioritized according to their fault suspiciousness. Plum prioritizes debugging strategies rather than artifacts in DL models, which makes Plum novel.

C. Hyperheuristics

Hyperheuristic is a method of automatically selecting one heuristic that is most suitable for solving the target problem from multiple ones. For each heuristic, there could be certain strengths and weaknesses. The key idea of hyperheuristics is to combine strengths and compensate for weaknesses in those heuristics to generate better solutions.

Zhang et al. [37] proposed AutoTrainer, a DNN training monitoring and automatic repairing technique. AutoTrainer embeds a set of state-of-the-art repair solutions. During the training process of a DL model, AutoTrainer monitors the status of the model and detects potential problems such as vanishing gradient, exploding gradient, dying ReLU, and oscillating loss. For each identified problem, AutoTrainer selects and applies the most suitable solution for fixing.

Hassan et al. [38] proposed a hyperheuristic approach to optimize parameters of DL models, which consists of a high-level strategy and low-level heuristics. The high-level strategy evaluates the past performance of low-level heuristics by applying the Multi-Armed Bandit (MAB) and selects one with the best performance. Their work consists of 18 low-level heuristics such as Gaussian mutation and differential mutation.

We are unaware of existing work in debugging deep learning models to apply hyperheuristics. To the best of our knowledge, Plum contributes as the first technique of this kind. Nonetheless, Plum only scratches the surface of using hyperheuristics for testing and debugging deep learning models. It has not combined different low-level strategies to form a sequence of repair strategies to be applied to a faulty DL model.

VI. CONCLUSION

In this paper, we have presented Plum, the first and novel hyperheuristic approach to fixing deep learning models. Plum consists of two phases. The first phase is an exploration that takes a set of low-level repair strategies as inputs and generates a set of fixed model candidates. The second phase evaluates each low-level repair strategy by measuring the increases in validation and test accuracies of model candidates, followed by prioritizing these repair strategies by a prioritization scheme that balances among various metrics on the validation and test datasets. Finally, Plum generates a fixed DL model by applying the top-ranked repair strategy. The paper has also presented a novel low-level repair strategy to show the flexibility of Plum in incorporating new repair strategies. The experiment with five DL models has shown that Plum has improved test accuracy over the baseline by 2.49% and 3.11% on the CIFAR-10 and CIFAR100 datasets, outperforming two prior state-of-the-art deep learning debugging techniques in terms of test accuracy.
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