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ABSTRACT
The advent of multicore systems and distributed frameworks enables distributed strategies to address challenges in large-scale divisible problems by decomposing them into small ones, processing the corresponding sub-solutions and aggregating these sub-solutions into the final result. However, dynamic online detection of data races in execution traces of multithreaded programs is challenging to be parallelized due to their inherent historic event sensitivity and incremental inference of happens-before transitive closure. To examine the extent of such detection to be transformed into parallel versions running on Big data infrastructure, in this paper, we present BlockRace, a novel dynamic block-based data race detection technique, which precisely detects data races in such traces and checks pairs of events blocks in parallel using its novel strategy. We evaluate BlockRace on 18 programs, and the results show that BlockRace achieves 1.96x to 5.5x speedups compared to its sequential counterparts. To the best of our knowledge, BlockRace is the first technique to detect races in block pairs where these block pairs can be run in parallel on Big Data frameworks.
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1 Introduction
With the advent of multicore processors, many programs are developed in a multithreaded fashion. However, due to the non-deterministic nature of concurrency, software developers are difficult to reason their code, resulting in leaving concurrency bugs in their programs [25]. At the same time, concurrency bugs are notoriously hard to test and debug. In the past decades, both the academia and industry have put efforts to find, locate, and repair them. Among all kinds of concurrency bugs, data race is one of the most common and fundamental kinds of concurrency bugs. A data race is said to occur when two threads in the same execution access the same memory location without synchronization protection and one of the accesses is a write [20].

To detect data races, many static and dynamic techniques have been proposed [10][14][20]. Static techniques do not scale well and incur heavy false alarms, and yet they have the potential to analyze the whole codebase. Dynamic techniques can precisely detect races (i.e., without reporting false positives), but usually incur high runtime overheads and their detection ability is limited to the program executions under analysis. In this paper, we limit our scope to dynamic precise race detection because we are interested in make such detection practical.

To the best of our knowledge, many dynamic online race detectors are designed based on the notion of vector clocks (VC) or its variants [16]. Their basic ideas are to capture the current timestamps of each thread on performing various kinds of operations and use the happens-before relations (see Section 2 for details), which is a partial order relation, over these operations to
maintain the latest timestamps of other threads visible to the thread in their corresponding VCIs. In this way, the historic timestamps can be discarded to lower memory and runtime overheads incurred by these dynamic techniques.

Nonetheless, the above sequential update strategy along the event sequence captured in an execution trace, as what is used in DJIT+ or FastTrack [20], also limits their timestamp processing to the form of sequential algorithms. Thus, even though there could be many processors available through a distributed framework (e.g., a Big Data infrastructure in a data center), the current state-of-the-art dynamic data race detectors cannot easily harvest the computational power of the underlying infrastructure in analyzing a trace.

Another challenge faced of state-of-the-art dynamic online data race detectors is that certain VCIs for each memory location in an execution trace should be kept in a detector’s analysis state. However, as the number of threads increases or the memory consumption of the application is already close to the limit of the physical memory of a single machine (or node in a distributed system), analyzing races on all memory locations using these algorithms becomes increasingly slow. Existing strategies using the current data race detectors are to serialize the execution as a trace file, and analyze the trace file repetitively and sequentially, which incurs additional overheads to map between the analysis states of different such runs, albeit automatable.

A naïve strategy is to divide a trace file into multiple segments, and processes these segments in parallel. However, this strategy does not work because succeeding segments depend on the VC state of the preceding segments to start with. Parallelizing such a trace file for precise data race detection should firstly decouple the happens-before relations among such segments without losing the precision in detecting data races.

To the best of our knowledge, in this paper, we propose the first work, referred to as BlockRace, in detecting data races through concurrent set intersection operations on data records between blocks based on happens-before relations among them. We prove by theorems that BlockRace is sound and complete in precise data race detection. Moreover, BlockRace is novel in that its block partitioning algorithm converts VC operations commonly used in traditional VC-based data race detectors into operations of set intersection over pairs of memory access events, which enables possible use of Big Data framework to perform parallel operations over those pairs of memory access events in the same pair of datasets (block pair).

We have evaluated BlockRace on 18 programs and compared it to two well-known data race detectors (referred to as HB and HBEpoch, which are modeled after DJIT+ or FastTrack, respectively). Experimental results show that BlockRace can scale up with different numbers of threads. The multi-threaded version can achieve 1.96x to 5.5x speedups compared to its sequential counterpart, i.e. the single-threaded version. The experiment also shows that BlockRace is more efficient than HB and HBEpoch in terms of elapsed time on large benchmark programs.

The main contribution of this paper is threefold.

1. This paper presents BlockRace based on a customized notion of block, which innovatively transforms data race detection as vector-clock operations into set intersection operations over blocks, reducing runtime overheads and complexity of the detection.

2. We show the feasibility of BlockRace by implementing it as a tool, and the experimental results show that BlockRace incurs significantly lower slowdown overheads than its sequential counterpart while keeping the same level of precision as backed by theorems.

3. This work is the first work to show the feasibility and efficiency of selective race detection on an arbitrary subset of the threads in an execution, significantly extending the applicability of dynamic precise data race detections, which previously can only detect data races by analyzing the operations of all but not some threads in the execution under analysis.

The rest of the paper is organized as follows. Section 2 introduces the preliminaries. Sections 3 and 4 present the motivation of our work and BlockRace, respectively. Section 5 reports the evaluation on BlockRace. The related work is reviewed in Section 6 followed by a conclusion in Section 7.

2 Preliminaries

In this section, we review the preliminaries of our model.

A multithreaded program consists of a set of threads $H$, a set of locks $L$, and a set of memory locations $M$.

In an execution of a multithreaded program, each thread $t \in H$ performs its events sequentially. These events include memory access events, i.e., read and write operations to a memory location $m \in M$, and synchronization events, which are lock acquisition and release operations on a lock $l \in L$. An execution trace is the sequence of such events.

If two memory access events occur at the same memory location $m$, and at least one of them is a write operation, the two events conflict.

There are three rules to quantify the happens-before relation (HBR $\rightarrow$): (1) In a trace $T$, if two events, $a$ and $b$, are carried out by the same thread, and $a$ appears before $b$ in $T$, then $a \rightarrow b$. (2) If $a$ is a lock release event, and $b$ is a lock acquire event on the same lock in $T$, then $a \rightarrow b$. (3) If $a \rightarrow b$ and $b \rightarrow c$, then $a \rightarrow c$.

Two events $a$ and $b$ are concurrent (denoted as $a \parallel b$) in trace $T$ if and only if they do not form any HBR, i.e., neither $a \rightarrow b$ nor $b \rightarrow a$.

A happens-before race (HB Race) is defined as a pair of concurrent conflicting memory accesses. The objective of precise HB race detection is to identify a subset of all HB races in a given trace without reporting false positives. Vector Clock (VC) can be
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Algorithm 1: Basic VC-based HB Race Detection Algorithm

Input: The event trace of an execution
Output: The HB races in the given trace

<table>
<thead>
<tr>
<th>Line</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><code>onRelease(thread t, lock l)</code></td>
</tr>
<tr>
<td>2</td>
<td><code>C[i] := C[i] + 1</code></td>
</tr>
<tr>
<td>3</td>
<td><code>C[i][t.id] := max(C[i][t.id], C[i][j])</code></td>
</tr>
<tr>
<td>4</td>
<td><code>onAcquire(thread t, lock l)</code></td>
</tr>
<tr>
<td>5</td>
<td><code>C[i] := C[i] \cup C[i]</code></td>
</tr>
<tr>
<td>6</td>
<td><code>onAccess(thread t, memory location m)</code></td>
</tr>
<tr>
<td>7</td>
<td><code>if not m \in C[i]</code></td>
</tr>
<tr>
<td>8</td>
<td><code>report a HB-Race on m</code></td>
</tr>
<tr>
<td>9</td>
<td><code>C[i][t.id] := max(C[i][t.id], C[i][j])</code></td>
</tr>
</tbody>
</table>

used to track partial orders, and is widely used in precise data race detectors to track HBRs among all the events to detect HB races.

A VC is an array of thread clocks, each of which is an integer that is updated when conducting synchronization operations. A VC contains the synchronization information of the past events of each thread visible to the entity that the VC is associating to. For instance, let $C_i$ be the vector clock maintained for thread $t_i$ during the detection. The element $C_i[t_i][t.id]$ keeps the last thread clock of $t_i$ that has been observed by $t_i$ before the current moment of $t_i$.

Algorithm 1 depicts a baseline VC-based HB race detection algorithm. During the execution of this algorithm, the detector assigns a vector clock for each thread $t$ and lock $l$, denoted as $C_l$ and $C_i$ respectively. When a thread $t$ releases a lock $l$, it assigns the vector clock $C_l$ to $C_i$ and then increases its own thread clock in $C_l$ (line 2-3). When a thread $t$ acquires a lock $l$, its vector clock $C_l$ joins with $C_i$ (line 2) for each $i$ in $C_i$, $C_i[i] = max(C_i[i], C_l[i])$. This operation obtains the HB information in $C_l$ which is left by the thread that just releases the lock $l$ (line 6).

To detect data races, the algorithm assigns a vector clock to each memory location $m$, denoted as $C_m$, to record the last access information. Noted that here in this baseline version, for brevity, we do not distinguish read and write to sake for presentation clarity of BlockRace to be presented in Section 4.

When a thread $t$ conducts a memory access operation to a memory location $m$, the algorithm fetches the vector clock of the last conflicting access of $m$ as $C_m$ (line 9). If $C_m$ and $C_i$ are not ordered by HBR, i.e., $C_m[i]$ is not always smaller than or equals to $C_l[i]$ for each $i$, the last conflict access event should not form any HB relation with the current access. Hence a HB race on $m$ is reported (line 11). At the final step of Algorithm 1, the algorithm updates the current access information to $C_m$ (line 12).

3 Motivation

To make VC-based approach to HB race detection applicable for industrial use, there are still significant challenges. A VC-based detector normally incurs high time and memory overheads. As it needs to keep the access information of each memory location for later reference, significant memory costs can be anticipated, especially in analyzing large program executions.

Parallelization is a de facto and promising approach to handle a kind of problem that can be divided into small ones to be processed concurrently. However, as depicted in Algorithm 1, typical algorithms for VC-based detection are highly sequential due to the needs to maintain HB relations, which makes its HB race detection non-trivial to parallelize and be run efficiently.

To overcome the above concurrency challenge, in this paper, we propose a novel alternative formulation of the problem of race detection. In essence, the whole data race analysis procedure is decomposed into a set of independent tasks without losing detection precision. We refer to our technique as BlockRace.

4 BlockRace: Our Block-Based Race Detector

In this section, we present BlockRace, our novel approach for HB-race detection. BlockRace consists of three phases. The first phase is to collect the happens-before relations among threads and record which memory locations are accessed by each thread after which synchronization events. The second phase is a partition phase that splits the collected block traces into a set of independent detection tasks. And the last phase is a block-level data race detection which can be parallely conducted and run on Big Data infrastructures.

BlockRace is built on top of the following insights on data race detection: (1) As a postmortem analysis technique, the timestamps in VCs at each synchronization event position of each thread can be computed and kept offline, (2) the ordering of synchronization events among threads can be used to precisely characterize which segments (called blocks) of the two threads have been run concurrently, (3) the presence of the same memory location in a pair of such blocks that run concurrently indicates a data race, and (4) the checking on such presences of common memory locations between records (memory accesses) in a pair of such blocks can be performed as a set intersection operation between the corresponding two sets of records.

As such, these pairs of blocks can be run independent and concurrently to one another in checking the presence of data races in them, and the union of their results constitutes the set of data races detected on the trace produced in the first phase of BlockRace.

In the sequel, we introduce a format of trace logging, referred to as Non-Sync Block Trace (Block Trace for short), which stores the execution events into blocks together with their inter-block dependency information. Then, we show how the entire race detection over the block traces could be partitioned, by our novel partitioning schemes, into a set of independent tasks, so that these tasks could be checked in a parallel manner, enabling Big Data processing on race detection. Finally, we present our novel block-based race detection algorithm and its theoretical guarantee.
4.1 Non-Sync Block Trace

The concept of synchronization-free regions (SFR) or non-sync block (NS-Block) has been proposed in prior works [11][26]. In this paper, we follow the definition of Non-Sync Block in [11] and utilize the trace-logging format for our block-based detection.

In [11], a Non-Sync Block (NS Block) is defined as a sequence of consecutive memory access events conducted by a thread between two synchronization events such that no other synchronization event exists between these two synchronization events. For brevity, we refer to a Non-Sync Block as a block.

We use this notion to define concurrent block pairs as follows:

Two blocks $\alpha$ and $\beta$ are said to form a HB relation (denoted as $\alpha \rightarrow \beta$), if there are two events $a \in \alpha$ and $b \in \beta$ such that $a \rightarrow b$. That is, if there is a HB relation between two events, one for each block, then these two blocks form a HB relation. Similarly, we define two blocks $\alpha$ and $\beta$ as concurrent if neither $\alpha \rightarrow \beta$ nor $\beta \rightarrow \alpha$ is satisfied, denoted as $\alpha \parallel \beta$. We refer to the pair $\alpha$ and $\beta$ as a concurrent block pair.

We next prove that concurrent block pairs have the following three properties.

**Property 1.** For any two blocks $\alpha$ and $\beta$ belong to two different threads, if $\alpha \rightarrow \beta$, then for any two events $a$ and $b$ from $\alpha$ and $\beta$, respectively, the relation $a \rightarrow b$ should hold.

**Proof:** Since we know $\alpha \rightarrow \beta$, by definition, there is a pair of events $x \in \alpha$ and $y \in \beta$ such that $x \rightarrow y$. The relation $x \rightarrow y$ must be achieved by the synchronization events $x'$ and $y'$ via $x \rightarrow x' \rightarrow y' \rightarrow y$ where $x \rightarrow x'$ and $y' \rightarrow y$ are maintained by the program order. Since by definition of NS Block, there is no synchronization operation in the same block, $x'$ should appear after any event in $\alpha$ and $y'$ should appear before any event in $\beta$. Therefore, for any two-event pair $a \in \alpha$ and $b \in \beta$, the relation $a \rightarrow b$ holds.

**Property 2.** For any two concurrent blocks $\alpha$ and $\beta$, any event in one block is concurrent with all the events in another block.

**Proof:** By the definition of concurrent block pair, if $\alpha \parallel \beta$, then neither $\alpha \rightarrow \beta$ nor $\beta \rightarrow \alpha$ is satisfied, i.e., for any event $a \in \alpha$ and $b \in \beta$, neither $a \rightarrow b$ nor $b \rightarrow a$ is satisfied. Hence, $a$ is concurrent with $b$.

**Property 3.** For any two blocks $\alpha$ and $\beta$, if there exist events $a \in \alpha$ and $b \in \beta$ such that $a \parallel b$, then $\alpha \parallel \beta$ is also satisfied.

**Proof:** If $\alpha$ is not concurrent with $\beta$, there must be a HB-relation between them. With the loss of generality, suppose that $\alpha \rightarrow \beta$ holds. Per the definition of HB relation between blocks, there are two events $x \in \alpha$ and $y \in \beta$ such that $x \rightarrow y$. According to Property 1, $a \rightarrow b$ should hold, which contradicts to $a \parallel b$. Therefore, we should have $\alpha \parallel \beta$.

An NS-block trace records a sequence of blocks conducted by a thread. A multithreaded program execution is a set of block traces together with the HB relations between the blocks involved in these traces.

Algorithm 2 shows BlockRace’s tracking algorithm over a set of block traces of a multithreaded program execution. Note that the tracking procedure uses different functions to track each event based on the event type.

For any thread $t$, the algorithm maintains two maps. Each map uses the accessed memory location as the key and the set of events as the values so that no duplicated access events in a block is kept.

Two maps, denoted as $t.wMap$ and $t.rMap$, are used to temporarily store the read and write events within a block (lines 3–9). On handling events with synchronization operations (e.g., Acquire, Release, Fork and Join), the algorithm creates a new block.
to keep the maintained events (lines 12, 17, 22, 27, 28). By doing so, it ensures that no synchronization events exist in between any two events in a block, which produces a NS block.

On a thread \( t \) producing a new block \( \alpha \), the current vector clock of \( r \) is also kept in \( \alpha \), (denoted as \( \alpha.\text{lastPred} \), line 37) to facilitate the determination of HB relations among blocks in a later stage of BlockRace.

More specifically, suppose that blocks \( \alpha \) and \( \beta \) belong to thread \( i \) and \( j \), respectively. The entry \( \alpha.\text{lastPred}[j] \) keeps the last clock of thread \( j \) happening before \( \alpha \), and \( \beta.\text{lastPred}[j] \) tracks the thread clock of \( \beta \). If \( \alpha.\text{lastPred}[j] > \beta.\text{lastPred}[j] \), then \( \beta \rightarrow \alpha \) holds. Otherwise, \( \beta \) does not happen before \( \alpha \), i.e., \( \beta \not\rightarrow \alpha \).

The algorithm uses VCs to keep track of HB relations between blocks. The VCs of threads and locks are updated when synchronization events are handled (lines 13–14, 18–19, 23–24, 29–30). This procedure is similar with the baseline VC-based race detection algorithm (Algorithm 1), but is much more lightweight, as Algorithm 2 needs not to maintain VCs of any memory locations, which will be presented in the next sub-section.

### 4.2 Partition Schemes in BlockRace

To examine the entire multithreaded program execution, the block traces of all the threads need to be pairwise checked. In this subsection, we present how BlockRace covert the whole data race detection process into finer granularity through its novel vertical and horizontal partitioning schemes, summarized as V-Partition and H-Partition.

Figure 1 shows an overview of these two partition schemes that convert the entire detection work of a multithreaded program execution into a set of independent detection tasks (depicted by rounded rectangles in Figure 1). Each detection task involves a pair of block traces from two threads. V-Partition divides and pairs block traces of all the threads into a set of tasks of which each is responsible for examining a pair of threads. It is named V-partition as it works like slicing the trace for analysis vertically along the selected threads of control in the program execution. Moreover, based on V-Partition, each divided detection task on a thread pair can further be partitioned horizontally by H-partition, which splits each task into even smaller ones.

**V-Partition:** For a detection task on two threads, the involved computation only depends on their block traces and the HB relations between them, of which both information has already been profiled and stored (e.g., as datasets in the file system). All detection tasks are independent to one another, which allows them to be conducted in an arbitrary order, sequentially or in parallel. Besides parallelization, V-Partition also brings in an interesting feature: Under particular scenarios, developers might only have interests over the HB races between a few specific threads instead of the whole executions. V-Partition can accommodate such customized examination.

**H-Partition:** For a detection task involving two threads, the task is further spitted via H-Partition into a set of smaller tasks for parallel processing, which is presented below.

First, we define the notion of **round relation** as follows. Given two thread traces \( T_a \) and \( T_b \), **round relations** is a pair of HB relations \( \alpha_1 \rightarrow \beta_1 \) and \( \alpha_2 \rightarrow \beta_2 \) such that \( \alpha_1 \) and \( \alpha_2 \) are in \( T_a \) and \( \beta_1 \) and \( \beta_2 \) are in \( T_b \), i.e., the two HB relations are not align in the same direction going from one thread to the other thread. If neither \( \alpha_1 \rightarrow \beta_1 \) nor \( \beta_1 \rightarrow \alpha_2 \) exists for all events (say \( \alpha_3 \)) in between \( \alpha_1 \) and \( \alpha_2 \); in \( T_a \) and for all events (say \( \beta_3 \)) in between \( \beta_1 \) and \( \beta_2 \) in \( T_b \), then we say that \( \alpha_1 \rightarrow \beta_1 \) and \( \beta_1 \rightarrow \alpha_2 \) are the pair of most adjacent round relations. Our insight on real-world program executions is that the condition required by **round relation** is fairly easy to be satisfied.

In Figure 2, the two relations (i.e. \( \alpha_1 \rightarrow \beta_1 \) and \( \beta_2 \rightarrow \alpha_2 \)) split the trace pair into six regions (indicated by \( 1 \) – \( 6 \) in the figure). Suppose that \( \alpha_1 \rightarrow \alpha_2 \); in \( T_a \). There are two cases to consider:

In Case 1, relation \( \beta_1 \rightarrow \beta_2 \) exists in \( T_b \). The blocks in region ① form HB relations with the blocks in regions ④ and ⑥, and blocks in regions ② and ④ form HB relations with blocks in region ⑤.

In Case 2, relation \( \beta_1 \rightarrow \beta_2 \) exists in \( T_b \). Blocks in region ① form HB relations with blocks in region ⑥, and blocks in region ② form HB relations with blocks in region ⑤.

In both cases, blocks in regions ① and ② form HB relations with blocks in regions ⑤ and ⑥. Also, there does not exist any HB race in between these blocks. So, H-Partition can precisely
Algorithm 3: Race detection between two block traces

Input: Two block traces $T_i, T_j$ from a detection task.
Output: All HB races between $T_i$ and $T_j$.

1. $\text{detect}(\text{BlockTrace } T_i, \text{BlockTrace } T_j)$
2. Initialize queue $Q_i, Q_j$ to empty
3. while $T_i$ or $T_j$ has block to process:
   4. while $T_i$ has block to process:
      5. $\alpha := T_i.\text{nextBlock}$
      6. if $Q_i.\text{tail} \leftrightarrow \alpha$
         7. $\text{deque } Q_i$ until $Q_i.\text{head} \leftrightarrow \alpha$
         8. $\text{checkBlocks}(\alpha, \beta)$ for each block $\beta$ in $Q_j$
         9. $Q_i.\text{enqueue}(\alpha)$
      10. else
          11. $\text{break}$
   12. $\text{// Similar procedure in lines 5 – 12}$
   13. while $T_j$ has block to process:
      14. $\alpha := T_j.\text{nextBlock}$
      15. if $Q_j.\text{tail} \leftrightarrow \alpha$
         16. $\text{deque } Q_j$ until $Q_j.\text{head} \leftrightarrow \alpha$
         17. $\text{checkBlocks}(\alpha, \beta)$ for each block $\beta$ in $Q_i$
         18. $Q_j.\text{enqueue}(\alpha)$
      19. else
          20. $\text{break}$

Algorithm 4: Checking conflict events in two NS blocks

Input: Two concurrent NS blocks $\alpha$ and $\beta$.
Output: All HB races consist by events from $\alpha$ and $\beta$.

1. $\text{checkBlocks}(\text{Block } \alpha, \text{Block } \beta)$
2. if $\alpha.\text{wMap.keys} \cap \beta.\text{wMap.keys} \text{ is not empty}$
   3. report W-W race warning(s)
4. if $\alpha.\text{rMap.keys} \cap \beta.\text{wMap.keys} \text{ is not empty}$
   5. report R-W race warning(s)
6. if $\alpha.\text{wMap.keys} \cap \beta.\text{rMap.keys} \text{ is not empty}$
   7. report W-R race warning(s)

partition the V-Partition detection task into two sub-tasks, i.e., the first sub-task stops after checking regions (3) and (4), and the second sub-task starts from checking regions (3) and (4). The two sub-tasks are independent to one another, and thus, can be processed in parallel.

4.3 HB Race Detection on NS Block Traces

This section presents BlockRace’s race detection algorithm, which needs not to maintain any meta-information of memory locations.

At the heart of the second phase of BlockRace is to determine whether two blocks are concurrent which is computed via Algorithm 3. In Section 4.4, we present the theoretical guarantee that our algorithms can detect all HB races in a sound and complete manner.

Algorithm 3 maintains two queues for block traces $T_i$ and $T_j$, denoted as $Q_i$ and $Q_j$. Each queue maintains a sequence of consecutive blocks that are concurrent with the ones in another queue. The algorithm iterates blocks in each trace and stops once all the blocks are visited (line 4). When processing each block, say block $\alpha$ in one of the traces $T_i$, the algorithm first examines whether the last block in $Q_j$ forms a HB relation from it to $\alpha$ (line 7). If this is the case, it dequeues the blocks in $Q_j$ until $Q_j.\text{head}$ does not form any HB relation form it to $\alpha$ (line 8). As a result, all the blocks in $Q_j$ are determined as concurrent with $\alpha$ and will be further examined for potential races via the $\text{checkBlock()}$ function which invokes Algorithm 4 (line 9), and then the block $\alpha$ is added to $Q_i$ for later checking from blocks in $T_j$ (line 10). The checking logic for blocks in $T_j$ (lines 15–22) is symmetrical to the part on processing blocks in $T_i$ above.

Given two concurrent blocks $\alpha$ and $\beta$, any memory access conflict within $\alpha$ and $\beta$ is a HB race. Algorithm 4 presents a novel approach to detect such races — It performs operation of set intersections instead of pairwise update of VCs to maintain HB relations when detecting data races. As mentioned in sub-section 4.1, in each block, its $rMap$ and $wMap$ are two maps storing the read and write events and using the memory location as the key. Hence, in Algorithm 4, once the intersection of the keys from two maps is not empty and at least one map is $wMap$ (lines 2, 4, 6), there exists conflict events in these two maps. Then according to the intersection result, the corresponding access events can be fetched from the two maps and each pair of them is reported as a HB race.

4.4 Soundness and Completeness of Algorithms 3 and 4

In this section, we present the correctness of BlockRace.

Lemma 1. If $\alpha \parallel \beta$, either of them will not be dequeued until the other is loaded in queue by Algorithm 3.

Proof: Assume $\beta$ is just loaded, if $\alpha$ has already been dequeued from $Q_i$, then there exists a block $\gamma$ from $T_j$ such that $\alpha \rightarrow \gamma$ and $\gamma \rightarrow \beta$, hence $\alpha \rightarrow \beta$, which contradict the condition $\alpha \parallel \beta$.

Theorem 1. Given two block traces $T_1, T_2$, for any block $\alpha \in T_1$ and $\beta \in T_2$, the pair $<\alpha, \beta>$ will be checked for conflict events in Algorithm 3 if and only if $\alpha \parallel \beta$.

Proof: Necessity. Assume that $\alpha \parallel \beta$, and $\alpha$ is just loaded from $T_1$ (line 5). According to Lemma 1, block $\beta$ could not have been dequeued from $Q_2$. Now there are two possible scenarios: Case 1: If $\beta$ is already in $Q_2$, then $\alpha$ and $\beta$ will be checked in line 9. Case 2: If $\beta$ is not in $Q_2$, then $\alpha$ will be added to $Q_i$. In line 10. $\alpha$ will not be removed before $\beta$ is loaded. (Lemma 1). So, when $\beta$ is loaded in later loop (in the while body under line 13), it will be checked with $\alpha$. In both cases, $\alpha$ and $\beta$ are checked in Algorithm 3.

Sufficiency. If $<\alpha, \beta>$ is checked during Algorithm 3, say it is checked in line 9, then a) $\beta$ is in $Q_i$; and b) $\beta$ is not dequeued in line 9. For a), it indicates that $\beta$ is added to the queue in the previous loop, and $\text{lastPred} \rightarrow Q_i.\text{tail}$. As $\alpha$ has not been loaded at that moment, $Q_i.\text{tail} \rightarrow \alpha$ satisfied, $\alpha \leftrightarrow \beta$ holds. Otherwise, it will contradict with the definition of the last predecessor block of $\beta$. For b), it indicates $\beta \leftrightarrow \alpha$ holds.
Therefore, while neither $\alpha \rightarrow \beta$ nor $\alpha \rightarrow \beta$ is satisfied, we conclude $\alpha \parallel \beta$. \square

**Theorem 2.** Algorithms 3 and 4 are sound and complete on detecting HB-races in trace $T$.

**Proof:** *Soundness:* For all reported warnings, they are HB-races.

For each reported warning pair $<a, b>$ from Algorithm 3, i.e., there are two NS Blocks $\alpha$ and $\beta$ from two threads such that: 1) $a \in \alpha$, $b \in \beta$ and 2) $\alpha \parallel \beta$ (by Theorem 1).

By Property 2, $a$ and $b$ are concurrent. As $a$ and $b$ are also conflicting, the reported pair $<a, b>$ is a HB-race in $T$.

*Completeness:* All HB-races will be detected.

For a HB-race pair $<a, b>$ in trace $T$, since $a$ is concurrent with $b$, and there must be two NS Blocks $\alpha$ and $\beta$ such that $a \in \alpha$ and $b \in \beta$. By Property 3, $\alpha$ and $\beta$ are also concurrent. By Theorem 1, $\alpha$ and $\beta$ will be checked and reported during the detection task of the two involved threads. \square

## 5 Experiment

### 5.1 Implementation

To evaluate BlockRace, we implemented it in Java, and compared it against the standard HB and FastTrack (referred to as HBEpoch), which are partial-order detectors based on vector clocks and epochs, respectively [20]. The implementations of the two detectors were obtained from Rapid [1], an open source framework implemented in Java. We implemented BlockRace with the fixed thread pool executor in Java. In this implementation, the whole detection task is partitioned and queued first, and each active worker thread executes a task at a time and keeps getting a new task from the queue until the queue is empty. All the worker threads run in parallel on our multi-core platform.

The thread pool size was configured by the parameter $w$. When $w$ was set to one, all the detection tasks were conducted with one worker thread, i.e., the detector worked in the sequential mode. To store the block traces into trace files, we used the Kryo library to serialize block objects [4].

Note that, to avoid confusing effects brought by different languages and frameworks, we implement BlockRace as a Java program without employing Big data frameworks. However, as each detection task is independent from others, it enables BlockRace to be easily implemented with parallel programming paradigms (e.g. MapReduce), and executed on Big data infrastructures. More specifically, a typical MapReduce program contains two kinds of tasks, the map task and the reduce task [2]. The input dataset of the program is split into independent chunks which are parallelly processed by map tasks. And the outputs are then accumulated by the reduce task. For BlockRace detection, after H-Partition and V-Partition, the whole detection work is split into a set of independent tasks. Each map task can accept one of them and produce the corresponding detection results, and these results can be gathered by the reducer as the final report.

### 5.2 Benchmarks

Our benchmarks were selected to be those that were widely used in recent works on data race detection [22]. In particular, they were concurrent Java programs taken from standard benchmark suites: 1) the IBM Contest benchmark suite, 2) the Java Grande Forum
Table 2. Summary of Results of HB, HBEpoch and BlockRace

<table>
<thead>
<tr>
<th>Program</th>
<th>HB</th>
<th>HBEpoch</th>
<th>BlockRace</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>#Races</td>
<td>Time</td>
</tr>
<tr>
<td>array</td>
<td>00:00:3</td>
<td>0</td>
<td>00:00:3</td>
</tr>
<tr>
<td>critical</td>
<td>00:00:3</td>
<td>3</td>
<td>00:00:3</td>
</tr>
<tr>
<td>account</td>
<td>00:00:3</td>
<td>4</td>
<td>00:00:3</td>
</tr>
<tr>
<td>airlinetickets</td>
<td>00:00:3</td>
<td>5</td>
<td>00:00:3</td>
</tr>
<tr>
<td>pingpong</td>
<td>00:00:5</td>
<td>5</td>
<td>00:00:4</td>
</tr>
<tr>
<td>mergesort</td>
<td>00:00:4</td>
<td>2</td>
<td>00:00:3</td>
</tr>
<tr>
<td>boundedbuffer</td>
<td>00:00:4</td>
<td>7</td>
<td>00:00:4</td>
</tr>
<tr>
<td>bubblesort</td>
<td>00:00:9</td>
<td>5</td>
<td>00:00:8</td>
</tr>
<tr>
<td>bufwriter</td>
<td>00:00:9</td>
<td>4</td>
<td>00:00:6</td>
</tr>
<tr>
<td>raytracer</td>
<td>00:01:0</td>
<td>4</td>
<td>00:01:0</td>
</tr>
<tr>
<td>ftpserver</td>
<td>00:01:5</td>
<td>30</td>
<td>00:01:4</td>
</tr>
<tr>
<td>moldyn</td>
<td>00:01:5</td>
<td>30</td>
<td>00:01:3</td>
</tr>
<tr>
<td>derby</td>
<td>00:05:8</td>
<td>20</td>
<td>00:05:3</td>
</tr>
<tr>
<td>jigsaw</td>
<td>00:16:6</td>
<td>9</td>
<td>00:11:3</td>
</tr>
<tr>
<td>montecarlo</td>
<td>00:19:0</td>
<td>5</td>
<td>00:16:5</td>
</tr>
<tr>
<td>eclipse</td>
<td>06:30:0</td>
<td>42</td>
<td>04:34:9</td>
</tr>
<tr>
<td>xalan</td>
<td>06:05:6</td>
<td>11</td>
<td>04:42:9</td>
</tr>
<tr>
<td>lusearch</td>
<td>09:47:0</td>
<td>35</td>
<td>06:51:4</td>
</tr>
</tbody>
</table>

benchmark suite, 3) some real-world software – Apache FTPServer, W3C Jigsaw web server and Apache Derby, and 4) the DaCaPo benchmark suite (version 9.12-MR1).

All the experiments were conducted on a machine equipped with 96 CPU cores and 1.5TB main memory. The operation system is 64-bit Ubuntu 16.04.5 LTS and the OpenJDK JVM with version 1.8.0_191.

The tool Rapid accepted trace files generated from the RV-Predict logging solution, while our tool BlockRace accepted the block traces as the input. We used RV-Predict to profile the trace files for HB and HBEpoch, and generated our block-based format trace files from the same traces. Hence all the detection algorithms were applied on trace files from the same program execution and their detection results were comparable.

Table 1 shows the information of the 18 benchmarks. The second and third columns are the name of each program and lines of codes touched by the execution. And the fourth to the last columns show the statistic information of the recorded execution traces.

According to the number of the profiled events in a trace (trace size), we divide these programs into three categories: small, medium, and large.

The small set contains 12 programs of which the trace sizes are less than one million). Three programs, derby, jigsaw and montecarlo, belong to the medium category where trace sizes range from one million to ten million. And the three benchmark programs that have more than ten million events fall into the large category.

5.3 Data Analysis

Our evaluation consists of two parts. First, we assess the performance and accuracy of our block-based detection approach. In this part, the concurrent parameter \( w \) was set to 1 for fair comparison (sequential mode). Second, we conducted experiments to evaluate the parallelization scalability of our approach. In the experiment, we recorded and compared the performance of our method with different values of \( w \).

5.3.1 Performance and Accuracy

We compared the performance of BlockRace to HB and HBEpoch (with \( w = 1 \)).

Table 2 summarizes the runtime and detection results of each detector. Columns 2, 4 and 6 are the time spent by each detector. For each benchmark program, we ran each detector 10 times and used the mean time spent as its final result. From the table, we can see that for smaller workloads, all three detectors completed their analyses quickly (within 2 seconds). But for the six workloads in the medium and large categories, BlockRace ran 1.1x to 5.1x faster than HB in all these six programs and 1.3x to 3.6x faster than HBEpoch in five out of six programs.

Columns 3, 5 and 7 summarize the reported race warnings of each detector. As shown, there is high variance in detection results for some programs such as airlinetickets, bubblesort, xalan and lusearch. To understand the variance, we studied the detailed implementation of Rapid. The variance was found to be caused mainly by the differences in between the race warning definitions of the implementations. More specifically, for a HB race pair \( (e_1, e_2) \) and \( e_1 \) occurs early than \( e_2 \) in the trace, during the processing of
event $e_2$, HB and HBEpoch detectors find $e_2$ involved in a race and report $e_2$’s line number in the program source code as a race warning. This design does not report those data races where $e_2$ appears in multiple race pairs. In contrast, BlockRace reports the thread id and line number of both events in a race pair, therefore reporting more race warnings than HB and HBEpoch.

To further examine the differences, we converted the warnings of block-based detector into the same format being used in Rapid. Results are shown in Column 8. A closer examination reveals that all the race warning events reported by HB and HBEpoch were found by BlockRace.

Another cause of the varied results is that VC-based detectors cannot deal with successive access events in one thread. For instance, assume that there are two adjacent write memory events, $e_1$ and $e_2$, both in one thread, as well as a third event $e_3$, which is a concurrent write event in another thread. All the three events access to the same memory location, so ($e_1$, $e_3$) and ($e_2$, $e_3$) are two race pairs. Now assume that $e_1$ and $e_2$ occur early than $e_3$, VC-based detectors will record $e_2$ only for later reference, missing the pair ($e_1$, $e_3$) in their results. However, BlockRace does not miss such races, as both $e_1$ and $e_2$ are maintained in the same block.

We recorded the maximum resident set size of each execution using the GNU time command with the -verbose option enabled. The overall results show that BlockRace incurs smaller memory overheads than the other two detectors. Owing to page limit, for brevity, we leave the report of the memory overhead in our future work.

### 5.3.2 Scalability

The largest three workloads (eclipse, xalan and lusearch) were utilized to assess the parallelization ability of BlockRace. We executed BlockRace with different numbers of parallel workers ($w$ = 1, 2, 4, 8, 16), so that the detection tasks were completed by different numbers of concurrent workers. Theoretically, as the whole detection tasks are same, the detection will be accelerated with multiple workers. Table 3 summaries the results.

<table>
<thead>
<tr>
<th>Program</th>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>lusearch</td>
<td>Time</td>
<td>01:55.4</td>
<td>01:40.5</td>
<td>00:51.1</td>
<td>00:42.5</td>
<td>00:43.1</td>
</tr>
<tr>
<td>Mem (MB)</td>
<td>16893</td>
<td>16869</td>
<td>20968</td>
<td>23777</td>
<td>26598</td>
<td></td>
</tr>
<tr>
<td>xalan</td>
<td>Time</td>
<td>03:22.0</td>
<td>01:45.4</td>
<td>01:08.5</td>
<td>00:49.6</td>
<td>00:36.8</td>
</tr>
<tr>
<td>Mem (MB)</td>
<td>27039</td>
<td>35010</td>
<td>24486</td>
<td>26915</td>
<td>31819</td>
<td></td>
</tr>
<tr>
<td>eclipse</td>
<td>Time</td>
<td>05:51.1</td>
<td>03:56.7</td>
<td>02:59.4</td>
<td>03:30.2</td>
<td>03:36.0</td>
</tr>
<tr>
<td>Mem (MB)</td>
<td>25687</td>
<td>48031</td>
<td>66803</td>
<td>69606</td>
<td>87334</td>
<td></td>
</tr>
</tbody>
</table>

From our data analysis, we further formulated a few reasons that impeded the parallelization scalability of BlockRace in the experiment. The most important reason lies in the I/O process. The I/O performance became worse when multiple tasks tried to access the same trace file concurrently from the disk, which in turn affected the detection efficiency. However, in distributed environment such as Hadoop, the trace files split into blocks and replicated across multiple machines. When detection tasks are executed using frameworks such as Spark or Hadoop, tasks can be parallelly executed on multiple machines and access replicas of the same trace file without interfering each other, which will likely mitigate the limitation brought by I/O. Another major factor affecting the results is the caching optimization strategy applied by the operating systems. We found that when a trace file was loaded multiple times within a short period, the loading procedure for late accesses were faster than the first one. Therefore, with our approach, the overall performance could vary with randomly assigned execution order of the detection tasks.

## 6 Related Work

Concurrent programming is difficult and error-prone. Concurrency bugs are widely existed in applications [25]. Many detection techniques to detect data races [20][21][22][27], deadlocks [13], and atomicity violations [6][12] have been developed in the past few decades. To detect data races, both static and dynamic techniques are proposed. Static methods [14] could analyze the whole program but usually report false alarms. Dynamic techniques utilize information of happens-before relations [10][20], locking discipline [27] or combination of the two [16] for race detection.

However, the accuracy of data race detection is often achieved in exchange of inefficiency and high runtime overheads [15]. Prior
research has attempted to balance the tradeoff between execution performance and detection accuracy. For example, to avoid high overhead, sampling strategies were proposed and applied to monitor a set of memory access [11][17]. There are also techniques using special hardware or operating system support to lower the runtime overheads [18][19].

With the prevalence of multi-core systems, works on parallelizing the detection analysis tasks to better utilize the hardware resource and to improve the performance of race detectors were proposed [7][8][10]. Our present work is along this line of research.

Wester et.al [8] presented a strategy in which each thread execution is defined as a series of timeframes such that in the same timeframe, one core is designated to execute all code blocks of all threads. The strategy speeds up the detection and scales well with multiple cores. However, it relies on a new multithreading paradigm called unparallelism [7], which is different from the task parallel paradigm supported by typical thread libraries. Also, their detector requires heavy modifications on OS and shared libraries and needs customization of the detection algorithms.

ParallelFT is proposed to increase the parallel execution of the FastTrack detector on multicore architectures [10]. The approach relies on the independency of the race analysis on each memory location, and partitions the access events by their target memory locations and distributes the analysis workload to a set of independent detection threads.

Sakurai et.al [9] found that evenly divided memory space tends to skew the race analysis workloads to a few detection threads. They extended ParallelFT by proposing POI which provides load-balancing among the task distribution.

However, a major limitation of ParallelFT is its assumption on the analysis independency on each memory location: The independency does not always hold. For more recent order-based race detection algorithms such as CP, WCP, M2 [21][22][23], the relation of events could be established by multiple variables, which makes it impossible to applying ParallelFT’s partition approach on these algorithms. As a comparison, our approach could be extended to handle these algorithms as our trace generation is orthogonal to the order maintaining mechanism used in these algorithms.

7 Conclusions and Future Work

In this paper, we have presented BlockRace, a novel block-box parallelizable detection to dynamically detect data races from multithreaded programs. It involves a novel scheme (including V-Partition and H-Partition) to transform an execution trace into a set of independent pairs of blocks of thread operations, where all these pairs can be subject to race detection in parallel using set intersection operations. The partition scheme is suitable for Big Data processing. We have conducted an evaluation on BlockRace on 18 subjects and compared it to two precise sequential detectors and on different numbers of parallel workers to examine its parallelization capability. The results have shown that BlockRace is precise and efficient, and scales well. There are limitations in BlockRace. One major limitation is that the number of detection tasks could be high, i.e. polynomial to the number of threads in the trace under analysis. Hence, each trace file would be loaded into the memory multiple times by various tasks. We plan to address it in our future work.
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