Stateful Serverless Application Placement in MEC with Function and State Dependencies

Zichuan Xu, Member, IEEE, Lizhen Zhou, Weifa Liang, Senior Member, IEEE, Qiufen Xia, Member, IEEE, Wenzheng Xu, Member, IEEE, Wenhao Ren, Haozhe Ren, and Pan Zhou, Member, IEEE

Abstract—Serverless computing is emerging as an enabling technology for elastic and low-cost AI applications in the edge of core networks. It allows AI developers to decompose a complex training and time-sensitive inference task into multiple functions with dependency, and upload the task to a Multi-access Edge Computing platform (MEC) for execution. Serverless computing adopts a popular design principle: the disaggregation of storage and computation, making the functions ‘stateless’. However, most AI applications are ‘stateful’ and rely on an external storage service to manage their states (ephemeral data). This will incur a prohibitively long delay for delay-sensitive AI applications if external services storing the states are far from the serverless functions. Motivated by this critical issue, in this paper we investigate a fundamental problem in serverless computing — the stateful serverless application placement problem, for which we first propose an efficient heuristic algorithm, and then devise an approximation algorithm with a provable approximation ratio for one of its special cases. We also consider the online version of the problem, and develop an online learning-driven algorithm with a bounded regret. The crux of the online algorithm is the adoption of the multi-armed bandits technique for dynamic admissions of inference requests, under the uncertainty of both data volumes of requests and network delays. We finally evaluate the performance of the proposed algorithms through experimental simulations. Simulation results show that the proposed algorithms outperform their counterparts, reducing at least 32% in the total cost and 27% of the average delay.
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1 INTRODUCTION

CLOUD service developers now spend a huge amount of time for the management of virtual machines (VMs). Meanwhile, cloud service providers are seeking for an agile and low-cost computing paradigm to release themselves from time-consuming VM management and accelerate innovation in developing AI applications at network edges, such as smart speakers, self-driven cars, and intelligent surveillance cameras. Serverless computing is emerging as the next-generation computing paradigm that enables developers to write serverless code as functions for AI applications, without having to provision and maintain VMs [5], [9], [28], [32]. In 2021, 36% of data analytic applications and 27% of streaming media applications in many edge/cloud enterprises have adopted serverless computing, 83% developers are likely to adopt serverless computing to develop their applications in the next two years, and a quarter of organizations that use Amazon CloudFront are using Lambda@Edge to move applications to the edge [34]. The key technology of serverless computing is function-as-a-service (FaaS), where applications are implemented as a set of dependent functions running in containers. A serverless-enabled multi-access edge computing (MEC) network receives the submitted functions from developers and places them into cloudlets within the proximity of users.

The key to enabling serverless computing in the network edge for AI applications is to place stateful serverless functions. Specifically, each AI application generates various states that need to be shared among its functions. For instance, stateful functions keep track of data processing sessions or transactions and react differently to the same input with different sessions. Such states usually are shared with the other functions. However, existing serverless computing platforms are designed to support stateless functions only, by adopting a method of ‘compute and storage separation’ [4], [23]. Thus, direct deployment of AI applications into serverless computing platforms will lead to the separate storage of state and placement of functions, i.e., the state of an AI application is directly stored to a separate storage system for the usage of other functions of the application [6], [33]. Consequently, other functions have to fetch the states from their stored cloudlets that may be far away from them, leading to a long delay [33]. To avoid such a performance degradation, in this paper we investigate the joint placement of serverless functions and their states.

Enabling stateful serverless application placement in MEC poses several challenges. First, there are complex dependencies between functions and their states in AI applications, where a function requires both the input data processed by the other functions and their states to guarantee the correct
processing of its data. Jointly considering the dependency of both functions and their states in their placements is challenging. Second, AI applications usually have stringent delay requirements on the processing of their data streams. The delay of implementing an application depends on interplays between data processing and state fetching of serverless functions, while meeting the delay requirements with function and state dependencies is extremely challenging. Finally, serverless computing allows developers to directly submit their code (functions) for execution. As such, the data volume of each application request usually is unknown in advance, so are the transmission and processing delays experienced, and such an uncertainty needs to be learnt so that the delay requirement of each request can be met. However, placing functions under such an uncertainty significantly impacts the system performance, thereby generating ‘regrets’ in decision makings. Therefore, how to make online learning-driven decisions on the placement of functions and their states with a bounded regret is challenging.

To the best of our knowledge, we are the first to investigate the problem of stateful serverless application placements in MEC, by considering not only the dependency of functions and states of serverless applications but also the uncertainty of both data volumes and network delays. Although there are several studies on service placements/migrations and function placements for serverless applications, most of them either ignored function and state dependencies [11], [13], [26], or assumed that the data volume of requests of each application is given in advance [15], [23], [26].

The main contributions of this paper are as follows.

- We formulate a novel optimization problem of placing stateful serverless applications in MEC networks.
- We devise an efficient heuristic for the problem of stateful serverless application placement. We also develop an approximation algorithm with a provable approximation ratio for a special case of the problem.
- We propose an online learning-driven algorithm with a bounded regret for the dynamic stateful serverless application placement problem under the uncertainty assumption of both data volumes and network delays.
- We evaluate the performance of the proposed algorithms by experimental simulations. Simulation results show that the performance of the algorithms outperform their counterparts, by reducing at least 32% in the total cost and 27% in the average delay.

The rest of this paper is organized as follows. Section 2 summarizes state-of-the-arts on the topic. Section 3 introduces the system model and formulates the optimization problems. Section 4 proposes a heuristic algorithm for the problem and an approximation algorithm for a special case of the problem, respectively. Section 5 devises an online learning-driven algorithm for the dynamic stateful serverless application placement problem. Section 6 provides experimental results on the performance of the proposed algorithms, and the paper is concluded in Section 7.

## 2 Related Work

Although service placement, VNF placement, migration, and caching in MEC have been intensively investigated in the past several years [11], [17], [18], [21], [25], [31], [41], [42], [45], none of the studies considered the placement of serverless applications with dependency between the components of applications: functions and their state dependencies. For example, Gao et al. [17] considered the problem of joint network selection and service placement in MEC with the aim to improve the switching and communication delays of mobile users. Liang et al. [21] studied the problem of service entity caching to minimize the cost of network service providers. Ma et al. [25] dealt with the problem of mobility-aware service placement in MEC networks. Zhang et al. [45] studied the service placement problem to minimize the placement cost while meeting performance requirements.

There are several recent studies on the serverless function placement and resource provisioning [3], [7], [8], [10], [14], [15], [22], [27], [29], [30], [35], [36], [39], [44], none of these studies considered state management of serverless applications. For instance, Akhtar et al. [3] adopted statistical learning techniques to predict the cost and execution time of each serverless function. Chaudhry et al. [10] presented an approach to deploy virtualized network functions to serverless platforms. Elgamaal et al. [15] studied the problem of function fusion and placement in MEC. Mahmoudi et al. [27] proposed an adaptive function placement algorithm, using machine learning to jointly optimize the system performance and the service cost. Palade et al. [29] investigated a swarm-based approach for placing functions with a federated view of available edge resources. Pelle et al. [30] presented a framework for automated deployments and reconfigurations of latency-sensitive serverless applications. Xu et al. [39] provided a resource provisioning framework for AI applications to minimize the cost of executing serverless functions. Zhang et al. [44] aimed to speed up the invocation process of serverless functions, by harvesting the spare cycles on servers to warm up functions.

Despite that a few studies [6], [43] investigated stateful serverless applications that require fine-grained support for state management and synchronization, none of them considered the placement of serverless applications with function and state dependencies. Bhasi et al. [8] investigated the problem of resource allocation for serverless functions while ensuring service level objectives, through determining the number of containers needed for the functions along each path in the DAG of an application. Daw et al. [14] aimed to reduce the overhead due to cold-starts of serverless functions, by detecting the most-likely-path in a function workflow and pre-provisioned the execution sandboxes. It must be mentioned that although the studies in [8], [14] considered function dependency, they did not incorporate the state dependency into the function dependency for consideration. In contrast, we jointly considered the dependency of functions and states. Besides, they mainly focused on the prediction function execution times to optimize the configuration and cold-start of functions. However, our focus is to optimize the placement of serverless functions. Although Mahgoub et al. [26] considered function and state dependency, they assumed that the state of a function can only be demanded by its successors in the directed acyclic graph (DAG) of a serverless application. However, the state of a function may be demanded by not just its successors. Further, the uncertainty of both data volumes and delays is ignored.
3 PRELIMINARIES

In this section, we first introduce the system model, notions and notations. We then define the optimization problems.

3.1 System model

We consider an MEC network $G = (\mathcal{C}, \mathcal{E})$ consisting of a set $\mathcal{C}$ of cloudlets deployed within the proximity of users and a set $\mathcal{E}$ of links/paths between cloudlets. Let $CL_i \in \mathcal{C}$ be a cloudlet. Due to the space, heat dissipation, and load-bearing limitations of edge locations, each cloudlet $CL_i$ contains several servers and thus its computing resource is capacitated. Following several commercial serverless platforms [34], we assume that the memory resource is the major resource demand of serverless applications, as the amount of memory allocated to a serverless function determines how much data can be loaded into the memory at the same time. Note that the amount of computing resource assigned to a function is proportional to the amount of memory allocated to the function [15]. Let $M(CL_i)$ be the memory capacity of cloudlet $CL_i$. Each link/path $e \in \mathcal{E}$ incurs transmission cost and delay when transmitting data. Let $d_e$ and $c_e$ be the transmission delay and cost for transmitting a unit of data along link $e$, respectively. Fig. 1 is an illustrative example of the MEC.

Fig. 1. The MEC network $G$, state $a_{1,1}$ is generated by function $f_1$ during the processing of request $r_1$. $a_{1,1}$ is stored in $CL_1$ for the usage of its demanded functions. Also, states $a_{1,2}$, $a_{1,3}$, and $a_{1,4}$ are stored in $CL_3$, $CL_4$, $CL_5$, respectively, for function $f_2$ to implement $r_1$.

3.2 Stateful serverless applications and user requests

Serverless computing allows developers to directly submit code in terms of functions to cloudlets for executions. A serverless application usually is considered as a series of functions used as event triggers to process data, such as face recognition and speech recognition. When different users use the same type of serverless application, they issue different user requests to process various data. That is, each serverless application may be required by multiple user requests with each having different amount of data volume for processing. Let $F$ be a serverless application. Denote by $R$ the set of requests that need to be implemented by application $F$, and let $r_j$ be a request in $R$ where $\rho_j$ represents the data volume generated by request $r_j$. Once deployed in the MEC, a serverless application can be allocated a certain amount of memory resource to process the data of user requests continuously. We assume that each application $F$ has a home cloudlet that not only stores its data but also serves as the portal of its user requests. To process its data, each request $r_j$ accesses the MEC via a source node $v_j$ (usually an access point). Its data is then transferred from its source $v_j$ to the home cloudlet of its application $F$ for processing.

3.3 Function and state dependencies

Each serverless application $F$ is implemented as a composition of multiple functions, and each function needs to be invoked multiple times. Let $f_1$ be a function in $F$. Denote by $N_f$ the number of invocations of function $f_1$ to implement a user request. Each application has the dependency of both functions and states. Serverless application $F$ thus is represented by a DAG $G_f = (V_f, E_f)$, where each vertex in $G_f$ represents a function, and each link $(f_i, f_v)$ in $E_f$ represents a directed edge from function vertex $f_i$ to function vertex $f_v$ that represents the function dependency, i.e., $f_i$ has to be executed before $f_v$, and the processed data by $f_i$ needs to be passed onto $f_v$.

Serverless application $F$ generates various states when invoking its functions [6], [33], [43]. Further, the state generated by each function $f_i$ in $F$ may be needed by the other functions in $F$ (not necessarily its successors in $G_f$). For example, Fig. 2 shows an image processing application that is implemented by serverless functions, and the state data generated by ‘face detection’ includes Exchangeable Image File format (EXIF) data. Such state data with EXIF data needs to be passed to not only its successors ‘feature extraction’ and ‘thumbnail’ but also the other functions ‘validity check’ and ‘persist metadata’ as well. Let $a_{i,j}$ be the state generated by $f_i$ during the processing of request $r_j$. As mentioned in [26], the state $a_{i,j}$ is proportional to its original data volume $\rho_j$. That is, $a_{i,j} = \rho_j \cdot \eta_i$, where $\eta_i$ is a proportional constant parameter in the range of $(0, 1)$. Fig. 2 gives an example of a serverless application $F$ with the dependency of both functions and states.

Fig. 2. Function dependency --- State dependency

3.4 Delay model

Each request $r_j \in R$ usually has a delay requirement $d^{req}_j$ to guarantee that its data volume can be processed timely, and the delay of $r_j$ thus has processing and transmission delays. The processing delay experienced by request $r_j$ depends on both the data volume that needs to be processed, the number of invocations of each function, and the memory resource allocated to process the data. The reason is that with more memory resource allocated to the request, more of its data can be loaded to the memory at the same time, and thus reducing the overhead caused by memory management of operating systems (such as swapping). If a new container has been instantiated for a function, the processing delay may also consist of the cold-start delay, which is dominated primarily by the library download and setup delay and process startup delay [33]. Let $d^{cold}_j$ be the cold-start delay incurred by creating a container instance for function $f_i$ in $CL_i$, which is a given constant. We use $x_{j,1,1}$ to indicate whether a newly-instantiated container in cloudlet $CL_i$ is used to implement function $f_i$ of request $r_j$. On the other
hand, we also use $x_{j,l,i}$ to show whether $f_i$ of $r_j$ is assigned to an existing container of cloudlet $CL_i$. Denote by $d_{i,j}^{proctime}(CL_i)$ the processing delay of request $r_j$ by function $f_i$ in cloudlet $CL_i$. Considering that different memory configurations (i.e., 128 MB or 256 MB) lead to different processing delays of each function $[3], [19]$, we then have

$$d_{i,j}^{proctime}(CL_i) = (x_{j,l,i} + x'_{j,l,i}) \cdot \alpha_i \cdot M_i \cdot N_i \cdot \rho_j + x_{j,l,i} \cdot d_{i,j}^{proc},$$

(1)

where $\alpha_i$ is an influence factor that captures cloudlet $CL_i$'s impact of memory allocation on the processing delay, and $M_i$ is the amount of memory allocated by cloudlet $CL_i$ to process a unit volume of data. Since each function $f_i$ can be assigned to either an existing or a newly-instantiated container in a cloudlet of the MEC network, we then have

$$x_{j,l,i} + x'_{j,l,i} \leq 1.$$

(2)

There exists multiple execution paths in DAG $G_f$ from its entry function $s_F$ to its exit function $t_F$ in the DAG $G_f$. Let $P'$ be the execution paths from start point $s_F$ to the end point $t_F$ in $G_f$, and $p'$ be one of such paths. Note that an execution path $p'$ in $G_f$ includes the transmission of both original data and state of each request. Denote by $p$ a path in the MEC network to which the execution path $p'$ in $G_f$ is mapped, and the set of such paths is $P$. Let $\delta(p)$ be the indicator variable that shows whether $p' \in P'$ is mapped to $p \in P$. The sum of processing and transmission delay of request $r_j$ is the maximum delay of the execution paths in $P'$ incurred by the execution of the functions and transmission of the data and state in paths of $P$. Denote by $d_j$ the sum of processing and transmission delay of each request $r_j$, we have

$$d_j = \max_{p' \in P'} \sum_{p \in P} z_{p',p} \left( \sum_{f_i \in p'} \sum_{CL_i \in e} d_{i,j}^{proctime}(CL_i) \right)$$

$$+ \sum_{l=1}^{\mid p' \mid-1} \sum_{p_e \in p} x_{j,l,\delta(p_e)} \cdot x_{j,1+l,\psi(p_e)} \sum_{e \in p_e} (\rho_j + a_{l,j}) d_e,$$

(3)

where $\mid p' \mid$ is the number of functions in the execution path $p'$ of $G_f$, $p_e$ is a subpath (or segment) of $p$, $\delta(p_e)$ denotes the starting point of path $p_e$, and $\psi(p_e)$ is the ending point of $p_e$.

### 3.5 Cost model

The cost of executing a serverless application consists of the processing, transmission, and storage costs, which are defined as follows.

**Processing cost**: Serverless platforms adopt a new GB-second billing model that is determined by the memory size, the execution duration of each function, and the number of invocations $[15], [23]$. Note that the GB-second is a popular metric to capture the resource usages of serverless functions, which is defined as the number of seconds the function runs for multiplied by the amount of memory consumed. It is reasonable to measure how much resource the serverless functions consume, in relation to time and memory. For example, AWS Lambda charges 0.0000016667 (per GB-second). Let $c_l$ be the cost of using one GB of memory for one second to execute function $f_l$ and $c_j^{proc}$ the processing cost of implementing request $r_j$. Then, we have

$$c_j^{proc} = \sum_{f_i \in F} \sum_{CL_i \in CL} (x_{j,i} + x'_{j,i}) \rho_j M_i \cdot D_i \cdot c_l \cdot N_i,$$

(4)

where $D_i$ is the delay of processing a unit data in cloudlet $CL_i$.

**Transmission cost**: To implement a request $r_j$, its data needs to be transmitted to its application $F$ in the MEC network. The transmission of states between a pair of functions incurs cost too, and this transmission cost is determined by the volume of transmitted data. Recall that $p'$ is set of execution paths from the start point $s_F$ to the end point $t_F$ in the DAG $G_f$, and $p'$ is one of such paths. The transmission cost of the original data and state of $r_j$ is

$$c_j^{trans} = \sum_{(f_i,f'_j) \in E_f} \sum_{p \in P} x_{j,\delta(p)} \cdot x_{j',\psi(p)} \sum_{e \in p} (\rho_j + a_{l,j}) \cdot c_e,$$

(5)

**Storage cost**: The cost of storing a unit volume of data in a cloudlet is set to $c_l$. Hence, the cost of storing a unit volume of data in cloudlet $CL_i$ and $y_{j,i}$ is to indicate whether the state of function $f_i$ is stored in $CL_i$ for $r_j$.

The total cost $c_j$ of implementing request $r_j$ in a serverless application $F$ thus is the sum of its processing, storage and transmission costs, i.e.,

$$c_j = c_j^{proc} + c_j^{trans} + c_j^{sto}.$$

(7)

### 3.6 Formulations of problems

We consider the following optimization problems.

**Problem 1**: Given a serverless application $F$ and a set $R$ of requests for $F$ in an MEC $G = (C, E)$, assuming that the available resources in $G$ are adequate for a serverless application $F$, the stateful serverless application placement problem in $G$ is to jointly place a proper number instances (containers) of each function $f_i \in F$ to cloudlets of $G$ and store the state of each function in the MEC, such that the total cost of implementing all requests in $R$ is minimized while meeting the delay requirement of each request $r_j \in R$, subject to the memory resource capacity on each cloudlet. The problem can be mathematically formulated as

$$\text{P1:} \quad \min \sum_{r_j \in R} c_j,$$

subject to the following constraints.

$$\sum_{CL_i \in CL} x_{j,i} + x'_{j,i} = 1, \forall r_j \in R, \forall f_i \in F$$

(9)

$$\sum_{CL_i \in CL} (x_{j,i} + x'_{j,i}) = z_{p',p}, \forall r_j, \forall p', \forall f_i \in p'$$

(10)

$$\sum_{r_j \in R} \sum_{f_i \in F} (x_{j,i} + x'_{j,i}) \leq M(CL_i), \forall CL_i$$

(11)

$$x_{j,i} + x'_{j,i} \leq 1, \forall r_j, \forall f_i, \text{and } CL_i$$

(12)

$$\sum_{CL_i \in CL} y_{j,i} = 1, \forall r_j, \forall f_i$$

(13)

$$\sum_{CL_i \in CL} y_{j,i} = z_{p',p}, \forall r_j, \forall p', \forall f_i \in p'$$

(14)

$$d_j \leq d_j^{req}, \forall r_j$$

(15)

$$x_{j,i}, x'_{j,i}, y_{j,i}, z_{p',p} \in \{0, 1\}$$

(16)
where Constraint (9) says that each function $f_i$ of request $r_j$ has to be placed into a cloudlet $CL_i$. This indicates that any function $f_i$ can only be placed into one single cloudlet and cannot be ‘split’ into multiple cloudlets. Constraint (10) shows that if the path $p$ is assigned to an execution path $p'$ in the DAG $G_f$ of application $F$, each function in $p'$ have to placed into a cloudlet in $p$. Constraint (11) ensures that the memory resource capacity of each cloudlet $CL_i$ is met. Constraint (12) indicates that a function can be assigned to either an existing container or a newly-instantiated container. Constraint (13) makes sure that the state of each function is placed to a single cloudlet. Constraint (14) shows that if an execution path $p'$ in DAG $G_f$ is mapped to path $p$ in the MEC network, each state of the functions in $p'$ has to be placed into a cloudlet in $p$. Constraint (15) guarantees the delay requirement of each request not to be violated, and Constraint (16) ensures the integral constraint of each decision variable.

**Problem 2:** In reality, developers usually submit their functions of a serverless application $F$ directly and the deployed functions implement user requests dynamically. The data volume of each request typically is unknown in advance, so are the transmission and processing delays. The problem of dynamic stateful serverless application deployment with the uncertainty of both data volume and delays in an MEC network $G$ is to jointly place the number of instances of each function $f_i$ of serverless application $F$ and store the state of each function, based on uncertain data volumes of requests and processing and transmission delays in $G$. As such, minimizing the total cost while meeting the delay requirements may not be achievable simultaneously, since there exists a non-trivial tradeoff between them. We instead aim to minimize a weighted sum of costs and delays of implementing all requests in $R$. The objective of the problem thus is to minimize

$$P2: \sum_{r_j \in R} (\xi \cdot c_j + (1 - \xi) \cdot d_j),$$

where $\xi$ is the given weight on cost in the range of $(0, 1)$, subject to the constraints of (9) - (14), and (16).

Note that $P1$ and $P2$ are both integer cubic programs due to the fact that the delay of each request is determined by both the function placement and the path selection as shown in Eq. (3). Special versions of the problems without considering state dependency are basically virtual network embedding (VNE) problems that maps a virtual network (DAG) to a physical network (the MEC network) [40]. Since VNE problems are NP-Hard, the problems are NP-Hard as well. For clarity, the symbols used in this paper are summarized in Table 1.

## 4 Efficient Algorithms for the Stateful Serverless Application Placement Problem

In this section, we provide efficient solutions for the stateful serverless application placement problem (i.e., *Problem 1* defined in Section 3.6). To this end, we first propose an efficient heuristic for the problem. Furthermore, we also develop an approximation algorithm with an approximation ratio for a special case of the problem without delay requirements.

### 4.1 Heuristic Algorithm

We jointly place a number of instances of each function $f_i$ in $F$ and store its state for later use by other functions. However, different functions in $F$ may be distributed to different cloudlets, and they have dependencies among functions in $F$. Further, the state generated by one function may be demanded by the other functions in the same request as well as the other requests (request $r_2$ in Fig. 3). If the state is sent to every function of requests demanding it, the implementation cost of requests will be too high, as shown in Fig. 3 (a). To address this issue, the basic idea of the proposed algorithm is to introduce a virtual state node for the state of each function in $G'_f$, which represents ‘storing the state of each function in a cloudlet’. Each virtual state node is placed to a cloudlet that is close to the functions that demand the state, as shown in Fig. 3 (b). Specifically, a DAG $G'_f$ containing virtual state nodes is constructed, referred to as the state-placing DAG. Then, both the original functions in $G_f$ and the newly added state-placing functions in $G'_f$ are placed to the MEC.

To reduce the processing delays, we find a parallel schedule of functions in $G'_f$ by partitioning the state-placing DAG $G'_f$ into a sequence of consecutive partition components. Each partition component has a maximal subset of functions that can be executed in parallel, and functions in a partition component can only be executed after the functions in its predecessor partition component have finished their executions. This means that the inputs of functions in a partition component in the sequence comes from the functions of its predecessor partition component and its outputs are forwarded to the functions of its successor partition component.

To reduce the total cost of placing functions of $G'_f$, we adopt a unified way of considering the processing, storage, and transmission costs, by assigning both edge and node costs in network $G$ to the edges of another auxiliary graph $G'(F) = \langle V'(F), E'(F) \rangle$, which will be elaborated later. Built upon the state-placing DAG $G'_f$ and auxiliary graph $G'(F)$, we then schedule requests in $R$ for requesting serverless application $F$. The proposed algorithm consists of the following four stages.

**Stage 1: Constructing a state-placing DAG $G'_f$.**
To place a duplicate of the state of a function \( f_i \) to a cloudlet, we add a virtual state node for each function \( f_i \) that generates state, denote by \( n_i \) the virtual state node. There is an edge \((f_i, n_i)\) in the state placing DAG \( G_f^r \), meaning sending the state to \( n_i \) to store. Also, there is an edge from each virtual state node \( n_i \) to each state node that needs the state. That is for each edge \((f_i, f_i')\) in the original DAG \( G_f \), there is an edge \((n_i, f_i')\) in the state-placing DAG \( G_f^r \). Thus, placing each virtual state node \( n_i \) in \( G_f^r \) means the placement of its corresponding state into a cloudlet in the MEC. Note that this scheme can be applied to the case where each state has multiple copies at different cloudlets. Along with all functions in \( G_f \), their incoming/outgoing edges in \( G_f^r \) are added into \( G_f^r \) too. An example of the state-placing DAG is shown in Fig. 4 (a).

**Stage 2: Finding a parallel schedule.**

By applying the topological sort on the state-placing DAG \( G_f^r \) [12], a schedule for the functions in \( G_f^r \) can be found, which consists of a collection of sequential partition components. Each partition component contains a set of independent functions, as shown in Fig. 4 (b). Let \( A_F \) be the found sequence of partition components for application \( F \), and \( A_{F,q} \) be the \( q \)th partition component in the schedule. The partition components in \( A_F \) have disjoint sets of functions of \( G_f^r \). Since the functions in each partition component are consolidated into a single cloudlet, the output of functions in \( A_{F,q} \) will be forwarded to the successor of the partition component (a.k.a. the found parallel schedule).

**Stage 3: Building an auxiliary graph.**

We now build an auxiliary graph \( G^q (\mathcal{F}, \mathcal{E}) \) on the MEC \( \mathcal{G} = (\mathcal{C}, \mathcal{E}) \) for application \( F \). Specifically, \( G^q (\mathcal{F}) \) has \( |A_F| \) layers, each layer has the candidate cloudlets only for partition component \( A_{F,q} \) of the state-placing DAG. Particularly, for each layer \( q \) of the rest layers, we first deal with the cloudlets in \( \mathcal{C} \). That is, for each \( C_{L_i} \in \mathcal{C} \), we create two virtual cloudlets \( C_{L_i} \) and \( C_{L_i}' \). A directed edge from \( C_{L_i} \) to \( C_{L_i}' \) is added. The capacity of edge \((C_{L_i}, C_{L_i}')\) is set to \( M(C_{L_i}) \). The weight of edge \((C_{L_i}, C_{L_i}')\) is the cost of processing the original data volume of the functions of partition component \( A_{F,q} \) and storing the states generated by functions in partition component \( A_{F,q-1} \). Specifically, if there are states generated by functions in partition component \( A_{F,q-1} \), the cost in processing and storing a unit volume of data in the edge from \( C_{L_i} \) to \( C_{L_i}' \) is

\[
\begin{align*}
\ w(C_{L_i}, C_{L_i}') = \sum_{f_f \in A_{F,q-1}} (M_i \cdot D_i \cdot c_i \cdot N_i) \\
+ \sum_{f_f \in A_{F,q-1}} (c_i \cdot \eta_f),
\end{align*}
\]  

where \( f_f \) is the function that generated state in partition component \( A_{F,q-1} \). Otherwise, we have

\[
\ w(C_{L_i}, C_{L_i}') = \sum_{f_f \in A_{F,q}} (M_i \cdot D_i \cdot c_i \cdot N_i).
\]
The delay of edge \( (\mathcal{C}L_{i,q}, \mathcal{C}L_{i+1,q}) \) in processing a unit data is set to \( \max_{f \in F_f} (\alpha_i \cdot M_i + N_i + d^R_{f_i}) \). Note that such a delay is conservative, since the cold-start delay may be zero if some functions have already been instantiated.

For each original edge between \( \mathcal{C}L_i \) and \( \mathcal{C}L_{i+1} \) of the original network \( G \), we add two directed edges, i.e., \( (\mathcal{C}L_{i,q}, \mathcal{C}L_{i+1,q}) \) and \( (\mathcal{C}L_{i+1,q}, \mathcal{C}L_{i,q}) \), into the auxiliary graph \( G'(F) \). We set the costs and delays of such edges in \( q \)th layer of \( G'(F) \) to \( \sum_{f' \in F_f} (c_{e'} (1 + \eta_i)) \) and \( \sum_{f' \in F_{f-1}} (c_{e'} (1 + \eta_i)) \), if there are states generated by functions in partition component \( A_{F,q-1} \); Otherwise, their costs and delays are set to \( c_{e} \) and \( d_e \).

Recall that auxiliary graph \( G'(F) \) has \( |A_F| \) layers with the \( q \)th layer having candidate cloudlets for partition component \( A_{F,q} \). We then connect the nodes of \( G'(F) \) layer by layer. That is, for each virtual cloudlet \( \mathcal{C}L'_{i,q} \) there is a directed edge from \( \mathcal{C}L'_{i,q} \) to \( \mathcal{C}L_{i+1,q} \). The cost and delay of this edge are zeros, as \( \mathcal{C}L'_{i,q} \) and \( \mathcal{C}L_{i+1,q} \) belong to the same cloudlet.

We add the source \( v_j \) of each request \( r_j \) of application \( F \). We also add a common sink node \( u_F \) for all requests. There is an edge \( (v_j, \mathcal{C}L_{i+1}) \) for each request and each virtual cloudlet \( \mathcal{C}L_{i+1} \) in the first layer of \( G'(F) \), and its cost and delays are set to zeros. There is an edge \( (\mathcal{C}L'_{i,q}, u_F) \) for each virtual cloudlet \( \mathcal{C}L'_{i,q} \) in the last layer of \( G'(F) \). An example of \( G'(F) \) is shown in Fig. 4 (c).

**Stage 4: Assigning requests.**

Note that each serverless application \( F \) needs to implement multiple requests in \( R \). We then admit requests in \( R \) one by one, given the constructed state-placing DAG \( G'_F \) and auxiliary graph \( G'(F) \) for application \( F \). Specifically, we rank the requests in \( R \) in non-decreasing order of their data volume. For each sorted request \( r_j \), we first prune some edges in auxiliary graph \( G'(F) \) by removing the edges that cannot meet the memory resource demand of \( r_j \). We then find a delay-constrained shortest path \( p_j \) in \( G'(F) \) from source \( v_j \) to the virtual sink \( u_F \). We finally find a feasible solution to the stateful serverless application placement problem, which is derived from \( p_j \). That is, for each layer \( q \), if edge \( (\mathcal{C}L'_{i,q}, \mathcal{C}L_{i+1,q}) \) is contained in path \( p_j \), there will be an instance of partition component \( A_{F,q} \) in cloudlet \( \mathcal{C}L_{i+1} \). We then update the residual memory capacity of each cloudlet in the auxiliary graph and assign the next sorted request. This procedure continues until all requests are admitted.

The detailed algorithm for the problem is given Algorithm 1, or \texttt{Heu} for short cut.

**Algorithm 1 Heu**

**Input:** \( G = (\mathcal{C}L, E) \), a serverless application \( F \), a set \( R \) of requests, and their delay requirements.

**Output:** An assignment of each request \( r_j \in R \) and a number of placed instances in cloudlets for each function \( f_i \in F \).

1. For application \( F \), construct the state-placing DAG \( G'_F \), as shown in Fig. 4 (a);
2. Build an auxiliary graph \( G'(F) \) based on the MEC, which consists of \( |A_F| \) layers, each layer is constructed according to MEC \( G \), as shown in Fig. 4 (c);
3. Rank the requests in \( R \) into an increasing order of their data volumes;
4. for each request \( r_j \) of the ranked list do
   5. Remove the edges that cannot meet the memory resource demand of \( r_j \);
   6. Find a constraint shortest path \( p_j \) from \( v_j \) to \( u_F \) in auxiliary graph \( G'(F) \);
   7. for Each partition component \( A_{F,q} \) do
      8. if \( (\mathcal{C}L'_{i,q}, \mathcal{C}L_{i+1,q}) \) is in path \( p_j \) then
      9. \text{Create an instance for each function or virtual state node in partition component \( A_{F,q} \) in cloudlet \( \mathcal{C}L_{i+1} \).}
   10. end if
   11. end for
   12. end for
   13. end for

**4.2 Approximation algorithm for a special case of the problem without delay requirements**

We now consider a special case of the problem, for which we propose an approximation algorithm. The proposed approximation algorithm is almost identical to algorithm \texttt{Heu}, and the only difference lies in its last stage that is described in the following. Given the state-placing DAG \( G'_F \) and auxiliary graph \( G'(F) \), we reduce the problem without delay requirements in \( G \) to a minimum-cost multicommodity flow problem in an auxiliary graph, where we treat each request \( r_j \) as a commodity with source \( v_j \) and a destination \( u_F \), and its demand is the data volume \( v_j \) of \( r_j \). We then find a feasible solution to the placement of partition components of the state-placing DAG \( G'_f \), which corresponds to the function scheduling of a serverless application \( F \). That is, for each layer \( q \), if the flow along edge \( (\mathcal{C}L'_{i,q}, \mathcal{C}L_{i+1,q}) \) is non-negative, the partition component \( A_{F,q} \) will be placed to cloudlet \( \mathcal{C}L_{i+1} \).

The detailed steps of Algorithm \texttt{Appro} are given below.

**Algorithm 2 Appro**

**Input:** \( G = (\mathcal{C}L, E) \), a serverless application \( F \) and a set \( R \) of requests.

**Output:** An assignment of each request \( r_j \in R \) and a number of placed instances in cloudlets for each function \( f_i \in F \) and state \( a_{q,f} \) of \( f_i \).

1. Build a state-placing DAG \( G'_F \) and auxiliary graph \( G'(F) \) following the first three stages of algorithm \texttt{Heu};
2. Consider each request \( r_j \) as a commodity with source \( v_j \), destination \( u_F \) and demand \( v_j \);
3. Find a feasible solution \( f \) for the \( |R| \) commodities in the auxiliary graph \( G'(F) \);
4. for each partition component \( A_{F,q} \) do
   5. if \( (\mathcal{C}L'_{i,q}, \mathcal{C}L_{i+1,q}) \) is in flow \( f \) then
   6. \text{Create an instance for each function or virtual state node in partition component \( A_{F,q} \) in cloudlet \( \mathcal{C}L_{i+1} \).}
   7. end if
   8. end for

**4.3 Algorithm analysis**

In the following, we first analyze the solution feasibility and time complexity of \texttt{Heu}. We then analyze the approximation ratio of the proposed approximation algorithm.

**Theorem 1.** Algorithm \texttt{Heu} delivers a feasible solution to the stateful serverless application placement problem in time \( O(|R| \log |R| + |R| |(|F|/|V_F|) ((\log \log |V_F|))) \).

**Proof:** We show that the solution of algorithm \texttt{Heu} is feasible, by showing (1) the memory constraint on each cloudlet is met; (2) the delay requirement of each request is
met; and (3) the states are transferred to the functions that demand them accordingly. For the memory constraint, we can see that in the construction of auxiliary graph $G'(F)$, the capacity of each cloudlet $CL_i$ is assigned to virtual edge $(CL_{i,q}, CL_{i,q}')$. Also, in Stage 4, we remove the edges that cannot meet the memory resource demand of a request. Thus, the memory capacity of each cloudlet is met. For the delay requirement, we find a delay-constraint shortest path in the constructed auxiliary graph $G'(F)$. The delay requirement of each request is satisfied. For the state dependency constraint, although we add a virtual state node for each edge $(f_i, f_j)$, the constraint is met in the state-placing DAG $G_f$.

The rest is to analyze the running time of algorithm Heu. In Stage 1, we construct the state-placing DAG $G_f$ based on the DAG $G_f$ with both function and state dependencies, by adding a virtual state node for each function $f_i$ if it generates state. Considering that not all functions in $F$ generate states, the complexity of constructing $G_f$ is $O(|V_f|^2)$. In Stage 2, we find a topological sort in $G_f$, which takes $O(|V_f| + |E_f|)$ time [12]. The most time-consuming part of Stage 3 is due to finding the delay constrained shortest path for each request. The time complexity thus is $O(|R| \log |R| + |R| \cdot (|E_f|/|V_f| \log |V_f|))$, where the time due to finding the delay constrained shortest path is $O(|E_f|/|V_f| \log |V_f|)$ [24]. In Stage 4, it takes $O(|CL|)$ time to derive a feasible solution for the original problem from the delay constraint shortest path for request $r_j$. The time complexity of Heu thus is $O(|R| \log |R| + |R| \cdot (|E_f|/|V_f| \log |V_f|))$. □

Lemma 1. The violation on the memory capacity of each cloudlet by algorithm Appro is upper bounded by a ratio of $\rho_{max}/\rho_{min}$, where $M_{max} = \max\{M(CL_i)\}$, $\rho_{max} = \max\{\rho_j\}$, $\rho_{min} = \min\{\rho_j\}$, $A_P$ is the sequence of partition components for application $F$, and $|A_P|$ is the number of partition components in $F$.

Proof: According to the construction of auxiliary graph $G'(F)$, functions in application $F$ may be assigned to the same cloudlet $CL_i$. However, edges related to $CL_i$ in the auxiliary graph, such as the edge $(CL_{i,q}, CL_{i,q}')$ in each layer $q$, have the same capacity. In the worse case, a cloudlet is saturated in the first layer of the auxiliary graph, by implementing a request with the maximum data volume $\rho_{min}$. In each of the rest layers, the cloudlet is assigned to the request with the maximum data volume $\rho_{max}$. This means that the violation ratio is $\rho_{max}/(\rho_{min} \cdot M_{max})$. □

Theorem 2. The approximation ratio of algorithm Appro is $\max\{\gamma/\min_c(max(|CL|))\} \cdot \sigma(a_{min}/\rho_{max})$, where $\sigma = (\rho_{max} \cdot c_{max})/(\rho_{min} \cdot c_{min})$, $\rho_{max} = \max\{\rho_j\}$, $\rho_{min} = \min\{\rho_j\}$, $c_{min} = \min\{c_j\}$, $c_{max} = \max\{c_j\}$, and $a_{min} = \min\{a_{i,j}\}$.

Proof: Let OPT be the optimal solution to the stateful serverless application placement problem in $G$, and OPT' be the optimal solution to the minimum-cost multicommodity flow problem in $G'(F)$. We have $OPT \leq OPT'$ because placing an instance of a partition component $A_{F,q}$ to a single cloudlet pushes up the costs. Let $C$ be the obtained solution by Appro. Kollipoulos and Stein [20] showed that the approximation ratio of a minimum cost flow can be imporved to a constant arbitrarily close to 1 at the expense of an increase in the performance guarantee for link congestion, i.e., $C/OPT' \approx 1$.

Algorithm Appro first constructs a state-placing DAG $G_f$ by adding a virtual state node to denote the placement of a state to a cloudlet in the MEC. It then adopts a topological sort in $G_f$ to obtain a sequence of partition components with each partition component containing a set of independent functions. Each partition component is assigned to a single cloudlet. However, the optimal solution OPT may place the entire application $F$ in the granularity of functions, with each function being placed to the cloudlet with the minimum cost. While, in the worst case, algorithm Appro places each partition component to a cloudlet with the maximum sum of the costs of processing, transmission and storage. This means that the total cost can be increased by a ratio of $\sigma$ in the worst case. Also, let $n_f$ be the number of instances that OPT places for each function $f_i$ in application $F$, and denote by $n_f'$ such a number by algorithm Appro. If $n_f > n_f'$, it means that the optimal solution prefers to reduce the transmission cost by placing more instances of each function, making them close to each other. The cost of Appro then can be increased by at most $\rho_{max} \cdot O(|E|)/c_{min}$ times, where $O(|E|)$ represents a upper bound of the length of a path in the MEC and $a_{min} = \min\{c_j\}$. Otherwise, processing and storage costs dominate the total cost. In particular, the processing cost can be pushed up by at most a factor of $\rho_{max} |CL|$. Since the storage cost is counted according to the data volume $\rho_j$ of each request instead of the volume of its state, this means that the cost of OPT' may push up the optimal solution OPT at most by $\rho_{max}/a_{min}$, where $a_{min} = \min\{a_{i,j}\}$, i.e.,

$$OPT' > (\rho_{max}/a_{min})OPT.$$ (20)

We thus have

$$\frac{C}{OPT} \leq \max\{\frac{O(|E|)}{c_{min}} \cdot |CL| \cdot \sigma \cdot C \cdot (a_{min}/\rho_{max})/OPT' \leq \max\{\frac{O(|E|)}{c_{min}} \cdot |CL| \cdot \sigma \cdot (a_{min}/\rho_{max})\}.$$

In particular, when the gap between the maximum and minimum costs of transmitting the data of each request along an edge is larger, $\sigma$ is larger. Consequently, the approximation ratio may be worse (larger). The reason is that more functions of each parallel partition of the DAG may not be placed into locations with optimal costs. □

5 An Online Learning Algorithm for the Stateful Serverless Application Placement Problem with the Uncertainty of Both Data Volumes and Network Delays

In this section, we devise an online learning algorithm with a bounded regret for the stateful serverless application placement problem with the uncertainty of both data volumes and delays (i.e., Problem 2 defined in Section 3.6).

5.1 Basic idea

To predict the data volume of each request and network delays precisely, an online learning algorithm is desperately
needed. Assume that the expected data volume of each request and the processing and transmission delays are given. Let \( \mu (r_j) \) be the expected data volume of request \( r_j \), and let \( \mu (D_j) \) be the expected delay of processing a unit data in cloudlet \( CL_i \) and \( \mu (d_j) \) the expected delay of transmitting a unit data along link \( e \). Our basic idea is to find a set of candidate placements for functions in a serverless application according to available statistical information on data volumes and delays. Each candidate placement is treated as an ‘arm’ in a multi-armed bandit game. The online learning algorithm based on multi-armed bandit technique then evaluates the loss of each arm and adjusts the probability of each arm choice dynamically.

### 5.2 An online learning algorithm

Given the expected data volume \( \mu (r_j) \) of request \( r_j \), the expected processing delay \( \mu (D_j) \), and the expected transmission delay \( \mu (d_j) \), the first two stages of our algorithm are identical to those in Approach. In the third stage, the only difference lies in the edge weight settings. We construct a similar auxiliary graph as shown in Fig. 4 (c), denoted by \( G'(F) \). If there are states generated by functions in partition component \( A_{F,q-1} \), the cost of edge \((CL_{i,q}, CL_{i,q})\) for processing and storing a unit volume of data is

\[
w(CL_{i,q}, CL_{i,q}') = \xi \cdot \mu \left( \sum_{f_i \in A_{F,q}} (M_i \cdot D_i \cdot c_i \cdot N_i) \right) + \sum_{f_i' \in A_{F,q-1}} (c_i \cdot \eta_i) + (1 - \xi) \mu (\max_{f_i \in A_{F,q}} (\alpha_i \cdot M_i \cdot N_i + d_{f_i}));
\]

(22)

otherwise, we have

\[
w(CL_{i,q}, CL_{i,q}') = \xi \cdot \mu \left( \sum_{f_i \in A_{F,q}} (M_i \cdot D_i \cdot c_i \cdot N_i) \right) + (1 - \xi) \mu (\max_{f_i \in A_{F,q}} (\alpha_i \cdot M_i \cdot N_i + d_{f_i})).
\]

(23)

The costs of edges \((CL_{i,q}, CL_{i+1,q})\) and \((CL_{i+1,q}, CL_{i,q})\) in the fourth layer are set to

\[
\xi \sum_{f_i' \in A_{F,q-1}} (c_i \cdot (1 + \eta_i)) + (1 - \xi) \mu \left( \sum_{f_i' \in A_{F,q-1}} (d_i \cdot (1 + \eta_i)) \right);
\]

(24)

if there are states generated by functions in partition component \( A_{F,q-1} \); otherwise, their costs are

\[
\xi \cdot c_i + (1 - \xi) \cdot d_i.
\]

(25)

In the fourth stage, we find a splittable minimum-cost multicommodity flow \( f' \). We then determine candidate cloudlet sequences of implementing requests. Specifically, let \( p_o \) be one of the paths in the splittable flow \( f' \), from a source to the common destination \( u_F \) in the auxiliary graph \( G'(F) \). That is, for each edge \((CL_{i,q}, CL_{i,q}')\) in path \( p_o \), we assume that cloudlet \( CL_i \) is considered as a cloudlet to implement the functions in the \( q \)-th partition component of the state-placing DAG \( G'_j \). Thus, all cloudlets in path \( p_o \) compose of a candidate cloudlet sequence. A candidate cloudlet sequence can host functions of \( F \) and process a non-negative volume of data flow of a request. For clarity, we use \( seq_o \) to represent such a candidate cloudlet sequence, and the \( q \)-th cloudlet in the sequence hosts functions in \( q \)-th partition component.

Notice that the candidate cloudlet sequences are selected based on statistical information of requests and the MEC network. Implementing requests in such cloudlet sequences may violate the capacity constraints and delay requirements. To avoid such violations, we then perform a dynamic adjustment procedure based on the technique of multi-armed bandits. Specifically, we consider each candidate cloudlet sequence as an arm. On the arrival of request \( r_j \), an arm needs to be selected to implement function instances of the application to implement request \( r_j \). Initially, the algorithm assigns each arm a weight of 1. As the algorithm proceeds, we degrade the weight of each arm (cloudlet sequence) according to the cost and delay violations received due to selecting the corresponding cloudlet sequence to host function instances of the application.

Based on the weight of each cloudlet sequence, we calculate the probability of selecting it as the cloudlet to place function instances of the application \( F \) for request \( r_j \). That is, we select a cloudlet sequence \( seq_o \) for request \( r_j \) with a probability that is proportional to its weight. Denote by \( w_j(seq_o) \) the current weight of sequence \( seq_o \), and \( w_j(seq_o) \) the current weight of the remaining candidate sequence in \( G'(F) \) except \( seq_o \) before the admission of \( r_j \), and \( p_j(seq_o) \) the probability of choosing \( seq_o \) for request \( r_j \), then

\[
p_j(seq_o) = w_j(seq_o)/\sum_{o} w_j(seq_o).
\]

(26)

If the cloudlet sequence \( seq_o \) is selected and there are already instantiated functions in each cloudlet of \( seq_o \), request \( r_j \) will be assigned to the instantiated functions. Otherwise, for the \( q \)-th cloudlet in the sequence, we create an instance of the \( q \)-th partition component of the state-placing DAG \( G'_j \). Once request \( r_j \) is implemented, its data volume will be revealed and the processing and transmission delays will be known. Likewise, the cost of implementing the request and delay violations can be obtained. We then adjust the probabilities of selecting a cloudlet sequence, according to the cost loss and delay violations. To minimize the cost and avoid delay violations, we define the penalty received by each cloudlet sequence \( seq_o \) as a weighted sum of cost and delay for implementing request \( r_j \) in the sequence, i.e.,

\[
pt_j(seq_o) = \xi \cdot c_j + (1 - \xi) \cdot d_j;
\]

(27)

where \( c_j \) and \( d_j \) are the cost and delay of implementing request \( r_j \). Intuitively, if a cloudlet sequence \( seq_o \) generates a higher cost with more delay violations, we decrease its weight after implementing request \( r_j \) by

\[
w_{j+1}(seq_o) = w_j(seq_o) \cdot (1 - \epsilon)^{pt_j(seq_o)};
\]

(28)

where \( \epsilon \) is a given constant in the range of \((0, 1)\). The above procedure continues until each request is implemented.

Note that the proposed algorithm can be applied directly to consider the uncertainty of execution flows of an application. Specifically, if some functions in a partition component are not executed, the cloudlets that execute the component may experience a sudden change in execution delays. This can be quickly learnt by the proposed algorithm, because each sequence of cloudlets executing the parallel schedule is assigned to a dynamically-changing weight. As such, if such cases happen, the weight can be decreased if the misconfiguration caused higher delays. The detailed steps are shown in Algorithm OCL.
\[ W_{|R|+1}(seq_o) = w_1(seq_o)\prod_{j=1}^{|R|}(1 - \epsilon)^{pt_j(seq_o)}. \]

Similarly, the total weight of all cloudlet sequences after implementing the last request \( r_{|R|} \) is

\[ W_{|R|+1} > W_{|R|+1}(seq^*) = (1 - \epsilon)^{pt^*} > (1 - \epsilon)^{pt_{|R|}(seq_o)}. \]

Due to the definition of costs and the fact that \((1 - \epsilon)^a > (1 - \epsilon)^b\) for any positive values of \(a\) and \(b\) with \(1 < a < b\).

We then have

\[ W_{j+1}/W_j = \left(\sum_a (1 - \epsilon)^{pt_j(seq_o)} \cdot w_j(seq_o)\right)/W_j, \]

\[ < \sum_a (1 - \alpha \cdot pt_j(seq_o)) + \beta \cdot pt_j(seq_o)^2 \cdot pt_j(seq_o), \]

since \( W_j > 1 \)

and \( \exists \alpha, \beta > 0, (1 - \epsilon)^x < 1 - \alpha \cdot x + \beta \cdot x^2 \) for all \( x > 0 \).
into responsive serverless applications. The number of invocations of each function to implement a user request varies from 1 to 5 times, and the cost of using one GB of memory for one second to execute each function follows AWS Lambda’s current pricing, which depends on the amount of memory allocated to each function [1]. The cost of using a unit amount of storage resource in a cloudlet is set within $[0.005, 0.015]$. The transmission cost and transmission delay for transmitting a unit volume of data along link $e$ are set within $[0.0001, 0.0005]$ and $[0.01, 0.05]$ milliseconds [38], respectively. The data volume of each request is randomly drawn from $[50, 100] \, MB/s$, and the delay requirement is randomly generated from $[30, 50]$ milliseconds. Unless otherwise specified, we will adopt the default settings in our experiments.

We evaluated our algorithms against the following benchmarks: (1) a workflow-aware resource management framework (referred to as Kraken) that minimizes the number of containers provisioned for an application DAG while ensuring SLO requirements [8]; (2) a Dynamic Task Placement mechanism (referred to as DTP): which dynamically selects cloud or edge pipelines to execute functions based on workload characteristics and delay requirements [13]; (3) a proactive deployment mechanism (referred to as Xanadu) that eliminates the cold-starts overhead by detecting a most-likely-path in a function workflow and pre-provisioned the execution sandboxes [14]; (4) a Constrained Shortest Path mechanism (referred to as CSP); each function can be placed by fusing a sequence of functions across edge and cloud resources [15]; and (5) an algorithm that places all functions of a serverless application in a single cloudlet without considering the memory capacity constraint of each cloudlet, which is referred to as SC. It must be mentioned that why we select the above benchmark algorithms is due to the reasons that (1) both of them study the problem of serverless function placement. Specifically, studies in [8], [14], [15] define the workflow of an application as a DAG, and [13] considers the storage of the execution results of functions; and (2) studies in [13] and [15] both incorporate processing and transmission costs with the aim to minimize the total cost of functions; and (3) studies in [8] and [14] both investigate the resource provisioning problem to reduce delay.

### 6.2 Performance evaluation

We first evaluated the performance of algorithms Heu, Appro and OL against that of DTP, CSP, Xanadu, Kraken and SC in terms of the total cost and average delay, by varying the network size from 50 to 400 while fixing the number of requests at 30. From Fig. 5 (a) and (b), we can see that Appro, Heu and OL achieve lower costs with less average delays compared to algorithms DTP, CSP, Xanadu and Kraken. The reason is two fold: (1) Appro, Heu and OL adopt an efficient application placement strategy that considers function and state dependencies, such that the costs due to state processing and transmission are reduced; and (2) Appro and OL adopt a global optimization strategy based on the minimum-cost multi-commodity flow algorithm. However, algorithm SC achieves the lowest cost because all functions of a serverless application are placed in a single cloudlet, which avoids transmission cost and delay. Further, we can see that the total costs and average delays of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC decrease with the increase on network size. The rationale behind is that with the growth of network size, each function has more opportunities to be executed in cloudlets with lower processing cost and larger memory capacity, which also means that each request can be implemented in cloudlets that are very close to its home cloudlet, thus reducing transmission and processing delays. It must be mentioned that Heu, Appro and OL still have good scalability when applied to larger network sizes. Since the objective of algorithm OL is to minimize a weighted sum of cost and delay of implementing requests, it performs better in terms of the average delay. The weighted sum of cost and delay obtained by OL is shown in Fig. 5 (c). The running time of CSP and Heu increase with the growth of network size due to the greedy search for the optimal path. In contrast, Appro, OL, DTP, Xanadu, Kraken and SC show better running times, as shown in Fig. 5 (d).

We then investigated the impact of the number of requests on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC, by varying the number of requests from 10 to 300 while fixing the network size at 400. As can be seen from Fig. 6 (a), algorithms Heu, Appro and OL achieve lower total costs than these of algorithms DTP, CSP, Xanadu and Kraken, which means that the proposed algorithms can still maintain a good applicability to large-scale application processing requests. Also, SC still shows better performance in terms of total cost and average delay, because it is not limited by the memory resource capacity of each cloudlet. Further, the total cost increases with the growth of the number of requests. The rationale behind is that when the number of requests increases, more memory resources are needed to execute the functions demanded by requests. This increases the cost of leasing the memory resources. Also, the average delay may be increased as more requests are implemented in cloudlets with long processing delays due to their memory capacity constraints, as shown in Fig. 6 (b). A similar trend for the weighted sum of cost and delay of OL is shown in Fig. 6 (c) by setting $\xi$ to 0.7. The growth in the number of requests that need to be implemented increases the running time, as shown in Fig. 6 (d).

We also studied the impact of the number of functions of each application on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC, by varying the number of functions from 2 to 20. From Fig. 7 (a), (b), (c) and (d), we can see that the total costs, average delays, weighted sum of cost and delay, and running time of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC increase when the number of functions grows from 2 to 20. This is because that more resources are needed to execute the increasing number of functions for each request. Meanwhile, due to memory resource constraints, this may cause the data to be transferred between multiple cloudlets for each application. In addition, Heu, Appro and OL achieve lower total costs compared with those of DTP, CSP, Xanadu and Kraken. This is because that CSP, DTP neglect the reuse of states generated by functions, thereby pushing up the storage costs, and Xanadu and Kraken do not jointly optimize the computing and transmission costs.

To demonstrate the impact of delay requirement of each request on the performance of Heu, Appro, OL, DTP, CSP,
Xanadu, Kraken and SC, we vary the delay requirement of each request from 30 ms to 70 ms while fixing the network size at 200. From the Fig. 8 (a), we can see that the total costs of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC decrease as the delay requirements of requests are gradually relaxed. This is because functions can be executed at cloudlets with lower processing costs by sacrificing a certain amount of delay. In contrast, the average delay increases with the growth of delay requirement of each request. The rationale behind is that each request may be implemented in cloudlets over a long distance or with a higher processing delay, which undoubtedly increases the transmission delay under the goal of minimizing cost, as shown in Fig. 8 (b). By setting $\xi$ at 0.7, the weighted sum of cost and delay obtained by algorithm OL is shown in Fig. 8 (c). We can see from the Fig. 8 (d) that the algorithms show a steady trend in the running time of implementing requests, since the increased delay requirement of each request has little effect on the running time of the algorithms.

We further evaluated the impact of the memory capacity of each cloudlet on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC, by varying the memory capacity of each cloudlet from 6 GB to 14 GB while fixing the number of cloudlets at 200. The results are shown in Fig. 9 (a) and (b), from which we can see that the total costs and average delays of algorithms Heu, Appro, OL, DTP, CSP, Xanadu and Kraken decrease with the growth of the memory capacity of each cloudlet, while the total cost and the average delay of algorithm SC remain stable. The reason is that algorithm SC does not consider the memory capacity of each cloudlet. Specifically, when the memory capacity of each cloudlet is increased to 10 GB, Appro has the opportunity to execute all functions in the same cloudlet without violating its resource constraint, thus the total costs achieved by Appro and SC at this time are almost the same. Meanwhile, more functions can be placed within the proximity of users with the growth of the memory capacity of each cloudlet, which saving the data transmission costs and delays. It can be seen from Fig. 9 (c) that the weighted sum of cost and delay obtained by OL gradually decreases. Also, by allocating more memory resources to each cloudlet, each serverless function has a greater chance of being placed in a cloudlet with abundant memory without spending more time exploring the best location, thereby reducing the running time of algorithms, as shown in Fig. 9 (d).

We finally showed the convergence of algorithm OL as the number of requests increases from 1 to 100. From Fig. 10 (a), we can see that the weighted sum of cost and delay per request obtained by algorithm OL converge quickly as the number of requests increases. The reason is that the proposed algorithm OL can collect history data and learn in advance, resulting in better convergence. Specifically, by setting the

Fig. 5. The impact of the network size on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC.

Fig. 6. The impact of the number of requests on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC.

Fig. 7. The impact of the number of functions on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC.

Fig. 8. The impact of the delay requirement of each request on the performance of algorithms Heu, Appro, OL, DTP, CSP, Xanadu, Kraken and SC.
In the future work, we will explore the joint memory consolidation and function placement to reduce the size and number of memory fragments in cloudlets. Memory fragment incurred by the current methods is unavoidable. The placement of new functions and the consolidation of existing functions can both reduce the fragments. We thus will consider the design of efficient algorithms for jointly taking function placement and memory consolidation into consideration.

7 Conclusion and Future Work

In this paper, we studied a novel stateful serverless application placement problem in MEC networks. We first proposed an efficient heuristic for the problem. We then devised an approximation algorithm with provable approximation ratio for a special case of the problem without considering delay requirements. We also considered the dynamic stateful serverless application problem under the uncertainty of both data volume and network delays, and devised an online learning algorithm with a bounded regret. We finally evaluated the performance of the proposed algorithms by simulations. Simulation results show that the proposed algorithms outperform their counterparts by reducing at least 32% in the total cost and 27% in the average delay.

In the future work, we will explore the joint memory consolidation and function placement to reduce the size and number of memory fragments in cloudlets. Memory fragment incurred by the current methods is unavoidable. The placement of new functions and the consolidation of existing functions can both reduce the fragments. We thus will consider the design of efficient algorithms for jointly taking function placement and memory consolidation into consideration.
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