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Abstract—With increasing focus on Artificial Intelligence (AI) applications, Deep Neural Networks (DNNs) have been successfully used in a number of application areas. As the number of layers and neurons in DNNs increases rapidly, significant computational resources are needed to execute a learned DNN model. This ever-increasing resource demand of DNNs is currently met by large-scale data centers with state-of-the-art GPUs. However, increasing availability of mobile edge computing and 5G technologies provide new possibilities for DNN-driven AI applications, especially where these application make use of data sets that are distributed in different locations. One fundamental process of a DNN-driven application in mobile edge clouds is the adoption of “inferencing” – the process of executing a pre-trained DNN based on newly generated image and video data from mobile devices. We investigate offloading DNN inference requests in a 5G-enabled mobile edge cloud (MEC), with the aim to admit as many inference requests as possible. We propose exact and approximate solutions to the problem of inference offloading in MECs. We also consider dynamic task offloading for inference requests, and devise an online algorithm that can be adapted in real time. The proposed algorithms are evaluated through large-scale simulations and using a real world test-bed implementation. The experimental results demonstrate that the empirical performance of the proposed algorithms outperform their theoretical counterparts and other similar heuristics reported in literature.

Index Terms—Inference offloading, mobile edge clouds, approximation and online algorithms

1 INTRODUCTION

The recent advancement of deep neural networks (DNNs) has led to the evolution of new AI applications in resource-limited mobile devices, such as face recognition, natural language processing and virtual/ augmented reality (AR/VR). These DNN-driven mobile applications are computation-intensive and delay-sensitive [4], because they need to perform inferences (learning) in real time. Due to such concerns, DNN-driven mobile applications require extensive GPU and computing resources that are normally met by large-scale data centers with powerful GPUs. However, consider that data centers are located far from users, executing the DNNs of mobile AI applications in remote data centers may incur prohibitive delays, thereby violating the latency requirements of certain mobile AI applications. Executing all layers of a DNN in a user equipment (UE) itself is impossible, because the numbers of layers of DNNs increases to achieve high identification accuracy and each UE is constrained by both energy and computation capacities [45]. Therefore, each UE may be able to partially execute a DNN [44], [48] and the rest execution of the DNN is distributed to other computing nodes of the network.

Mobile edge computing (MEC) has been envisioned as a promising technology [14] to meet stringent delay requirements of various applications by deploying computing capabilities and services in close proximity to end users. MEC also releases UEs from heavy DNN executions by enabling distributed inferences for DNN-driven AI applications. For example, MEC enables the distributed executions of a federated learning process [57]. Each UE can analyze its sensitive data via a federated learning process, and the analysis results are then sent to a location for aggregation to obtain a trained model. In this way, the UE does not need to analyze all its data and can offload the analysis of its insensitive data to nearby cloudlets in an MEC network, thereby saving energy and computing resource in the process.

In this paper, we investigate the problem of offloading DNN-driven AI applications to the cloudlets of an MEC network. Such DNN-driven AI applications usually consist of training and learning processes. Each DNN-driven AI application trains the parameters of its DNN and obtain a trained
model. This process is computing-intensive and basically an offline algorithm based on historical training data. We thus consider that the training of DNNs is done in remote clouds with abundant GPU resources, following the typical practices in building AI applications. Instead, considering that the inference of DNN-driven applications is an online process with stringent delay requirements, we consider inference offloading in an MEC network.

Enabling dynamic and distributed offloading of inference requests in MEC networks is challenging. Specifically, conventional computation offloading in the era of cloud computing [9], [16], [32] is significantly different from inference offloading in MEC networks. First, inference requests usually deal with continuously generated data streams, e.g., video frames, by multiple layers of deep neural networks. To guarantee inference accuracy, a DNN typically has many layers to perform (generally) computationally intensive operations. This however makes the execution of a whole DNN in mobile devices impossible. Understanding how to offload different parts of a DNN into the MEC, while each part has its own data input and output, is challenging. Second, in a 5G-enabled MEC, inference offloading also requires considering both the selection of 5G base stations and cloudlets (edge servers) to guarantee real-time inference for DNN applications. Third, both 5G base stations and AI-based inference are energy-intensive [12], [30], [31], [33], minimizing the energy consumption of 5G base stations and cloudlets is a key issue for adopting the technique of 5G multi-cell MEC. Fourth, consider the fact that computing resources in an MEC is highly distributed and each cloudlet has limited resources, we need dynamic and distributed offloading of inference requests of AI applications to the cloudlets of an MEC.

Inference offloading is an emerging topic for DNN-driven AI applications in MEC networks. Although there are studies on computational offloading in MECs, they are fundamentally different from inference offloading in MECS. That is, inference offloading considers complete or partial offloading of a sequence of tasks, to process video/image data streams. However, computational offloading considers independent tasks with small amounts of input data [9], [16]. Also, most studies on computational offloading focus on energy savings in (battery powered) mobile devices, instead of energy savings in 5G base stations and cloudlets of MEC networks. Although there are a few studies that consider workflow tasks [20], the nature of 5G-enabled MEC with each UE connecting to multiple base stations is not considered in these approaches, where the assignment of users to base stations needs to incorporate the offloading process as well.

Unlike the above mentioned studies, we deal with the offloading of DNN inference requests, by considering both data flow processing by DNNs and energy consumption on base stations and cloudlets in an MEC. To the best of our knowledge, we are the first to investigate inference offloading for DNN-driven AI applications in 5G-enabled MECs to promote energy efficiency of both UEs and base stations while meeting stringent delay requirements of applications.

The main contributions of this paper are as follows.

- We formulate the inference offloading problem in a 5G-enabled MEC for DNN-driven AI applications, with the aim to minimize energy consumption of mobile devices, cloudlets and 5G base stations, or maximize the number of admitted inference requests.
- We propose exact and approximate algorithms for the admission of a single inference request, by adopting the randomized rounding technique [40].
- We devise learning-based dynamic inference offloading methods for online inference offloading in a 5G-enabled MEC.
- We evaluate the performance of the proposed algorithms via both extensive simulations and implementations in a real test-bed, demonstrating promising experimental results that can be used to support energy-efficient offloading.

The remainder of the paper is organized as follows. Section 2 summarizes state-of-the-art approaches on computational offloading in MEC networks. Section 3 introduces the system model, notations and problem definitions. Section 4 describes exact and approximate solutions to the inference offloading problem for the admission of a single inference request. Section 5 proposes learning-based methods for dynamic inference offloading requests. Section 6 evaluates the performance of the proposed algorithms, and Section 7 concludes the paper.

### 2 RELATED WORK

Considering that mobile devices have limited computing resource, many researchers have been investigating the offloading of computing intensive tasks to either remote data centers or mobile edge clouds [2], [6], [8], [10], [17], [18], [19], [38], [49], [50], [52], [53], [55], [59]. The objectives of those studies are mainly to improve the energy efficiency of UEs, by offloading user tasks to remote clouds. For example, Altamimi et al. [2] investigated energy-efficient task offloading from smartphones to a remote cloud, with the aim to minimize the energy consumption of mobile devices, by considering the communication costs. Xia et al. [49] studied location-aware task offloading in a two-tiered mobile cloud environment, by devising an efficient online algorithm that enables fair share the use of cloudlets by consuming the same proportional of their mobile device energy, while keeping their individual service level agreements. Chen et al. [6] focused on the problem of computation offloading in mobile cloud computing environments, by formulating the problem into a decentralized computation offloading decision making problem among mobile users. Li et al. [27], [28] designed offloading strategies for both IoT applications and mobile crowdsensing applications in edge computing by leveraging deep learning and reinforcement learning techniques.

With the development of 5G ultra-dense networks, new attention has been focusing on computation offloading in 5G environments [8], [10], [38], [55]. However, none of these studies has ever considered the inference offloading for
DNN-driven AI applications. For example, Chen et al. [8] studied the task offloading in a software-defined ultra-dense edge network, with the objective of minimizing the delay while saving the battery life of user’s equipment. Xu et al. [51] investigated the problem of joint service caching and task offloading for ultra-dense edge clouds, by proposing efficient online algorithms for dynamic service caching and offloading based on Lyapunov optimization and Gibbs sampling.

Neural networks and deep neural networks computations are gaining increasingly popularity to enable AI in mobile devices [3], [15], [21], [22], [24], [58]. The execution of such DNN-driven AI applications requires huge amounts of computation resource powered by state-of-the-art DNN accelerators, such as GPUs, to guarantee the performance of AI applications. Therefore, a UE with limited computing resource may not be able to run DNN-driven inference. Offloading inferences to remote clouds is the existing solution for most AI applications, by offloading their requests in terms of Machine Learning (ML) queries to the remote clouds [21]. This needs expensive bandwidth reservation from mobile devices to data centers within the core network; otherwise the delay of inference requests may be prohibitively long. Most studies focus on DNN partitioning. For example, Shi et al. [42] investigated the impact of DNN partitioning with the consideration of inference latency performance and the privacy risks in edge computing. Li et al. [29] proposed an on-demand deep learning model inference framework across UEs and edge clouds, and accelerates inference by DNN partitioning and DNN right-sizing. DDNN in [44] embeds the BranchyNet [43] and maps sections of a DNN onto a distributed computing hierarchy which performs feedforward inference over deep networks that distributed deployment geographically rather than processed in parallel over servers-switch connected in mobile edge cloud. These studies however do not consider energy-efficient offloading of online inference requests in 5G-enabled MECs.

There are several studies on inference offloading in 5G-enabled MECs. Most of these studies aim to enable DNN computation in resource-constrained mobile devices, by partitioning DNNs horizontally or vertically into different sub networks [15], [21], [24]. However, none of them considered energy-efficiency of both UEs and base stations in a 5G-enabled MEC. For example, Jeong [21] et al. considered the problem of incremental offloading of neural networks, by partitioning a DNN into different subtasks for offloading to the edge cloud. Similarly, NeuroSurgeon [24] uses a DNN partitioning scheme to enable collaborative DNN execution. An efficient prediction method for energy consumption of each layer of DNN is proposed. Based on the prediction results, each DNN is partitioned into two partitions, i.e., local and remote partitions. Hu [15] et al. observed that the amount of inter-layer data transfer significantly varies compared with the input data. They proposed efficient algorithms to minimize the overall delay of processing each frame of a video.

3 Preliminaries

In this section, we first introduce the system model, context and notation used in this work. We then provide a more detailed description of the problem being considered.

3.1 System Model

We consider a 5G-enabled MEC \( G = (BS \cup CL \cup V, E) \) with a set \( BS \) of 5G small-cell base stations (BS), a set \( CL \) of cloudlets, a set \( V \) of switches, and a set \( E \) of links that interconnect base stations, cloudlets, and switches. In a 5G environment, an ultra-dense base station deployment approach is used (e.g., 40-50 BSs per km²). Each base station \( BS_i \) has a transmission range, enabling user equipments (UEs) within its range to be connected. Cloudlets are deployed in the 5G-enabled MEC to provide computing capability. Some of them may be attached to base stations while others may be attached to switches of locations such as shopping malls and museums. Each cloudlet \( CL_i \in CL \) has a certain amount of computing resource to execute inference requests of AI applications. The processing units of each cloudlet can be a CPU, GPU, VPU, an accelerator such as an Intel Neural Compute Stick [5], [11], [34] or an FPGA [23], [35]. Denote by \( C(CL_i) \) the computation capacity of cloudlet \( CL_i \). Considering that the GPU and computing resource is usually virtualized to Virtual Machines (VMs) or containers, it is clear that the maximum number of VMs that can be provided by each cloudlet is limited. Following many existing studies [1], [13], [46], we thus assume that each task is executed in a single VM or container. This means that the computation capacity is represented by the maximum number of user tasks that can be executed by the cloudlet. \( E \) is a set of links (or paths) that provide connection between base stations, cloudlets, and switches. Let \( e \in E \) be a link in \( E \). Transmitting data along link \( e \) incurs a transmission delay, and denote by \( d \), the delay in transmitting a unit amount of data along \( e \). Let \( B_e \) be the bandwidth of link \( e \). Fig. 1 shows an example of the 5G-enabled MEC.

3.2 Inference Offloading and Partitioning

Since each DNN has multiple layers and matrices that are passed between layers, we consider that each DNN can include different partitions [21], [24], according to the communication workloads and energy consumptions of different layers. We assume that an inference request based on a DNN consists of a sequence of tasks with one or multiple layers for each task, as shown in Fig. 2. Note that partitioning each DNN request into a set of tasks depends on the
specific architecture of the DNN. Considering that there are various DNNs for different AI applications, we do not focus on the partitioning of a specific DNN into a sequence of tasks, for the sake of not losing generality. Also, there are already excellent studies on partitioning specific DNNs into different tasks [15], [21], [24]; we thus consider the partitioning of DNNs out of the scope of this paper.

Each task in the inference request takes the output matrix of its predecessor in the sequence as its input matrix and produces its output matrix as its successor task. Let \( r_j \) be a user request of an application with a sequence of tasks, denoted by \( \{ M_{j,1}, \ldots, M_{j,k}, \ldots, M_{j,K_j} \} \), where \( K_j \) is a positive integer and \( 1 \leq k \leq K_j \). We consider that each inference request requires processing a data stream. For example, in a surveillance system, a stream of images must be processed to detect abnormalities or possible intrusions. Example application scenarios include vision-enabled airport security checkpoint surveillance [47], which tracks the movement of passengers and carry-on bags, continuously maintaining association between bags and passengers. In this scenario, stable video feeds from a camera network are processed in real time. Let \( D_j \) be the original data size that needs to be processed of an inference request \( r_j \).

When an inference request arrives, it may be offloaded to cloudlets in the MEC, because its UE may not have enough resource or energy to guarantee the timely execution of the request. We thus need to decide whether to offload its tasks, depending on the capability of the UE and the resource status of the MEC. If yes, it is necessary to determine which cloudlet will be used to execute which tasks. Considering that a cloudlet in a 5G environment may not have adequate computing resources to accommodate all tasks of a specific request, we allow the requests can be partitioned into multiple cloudlets for execution.

### 3.3 Latency Model

As an inference request based on DNNs can be divided into different tasks, with each task requiring a number of parameter updates (based on the layers in a DNN), the execution time of each task depends on the execution time of each layer and the number of available computing resource(s) in each cloudlet. For an inference request \( r_j \), the processing latency of each layer in its DNN is proportional to the size of its input matrix. Recall that \( D_j \) is the input data of request \( r_j \). Since different DNNs may use different activation functions for their neurons, the input matrix of each layer may be different, depending on its initial input data \( D_l \). However, the ratio of the input matrix of each layer and the original data size is usually bounded and given. Let \( a_k \) be a ratio of task \( M_{j,k} \). It is known that \( a_1 = 1 \). Therefore, the size of the input matrix of task \( M_{j,k} \) is \( a_k \cdot D_j \). Note that the value of \( a_k \) can be obtained in the training of the model based on historical information of inference requests.

Following many existing studies [7], [21], [56], the latency \( \delta_{j,k,l} \) of executing task \( M_{j,k,l} \) in cloudlet \( C_{l} \) can be calculated by

\[
\delta_{j,k,l} = \text{data size} \times \text{processing rate} = (a_k \cdot D_j) \cdot \beta_j, \tag{1}
\]

where \( \beta_j \) is a constant identifying how long cloudlet \( C_{l} \) takes to process a unit amount of data. Similarly, the latency \( \delta'_{j,k} \) of executing task \( M_{j,k} \) locally is

\[
\delta'_{j,k} = a_k \cdot D_j \cdot \gamma_j, \tag{2}
\]

where \( \gamma_j \) is a constant identifying the latency of processing a unit amount of data locally.

Input matrices may be transferred to the 5G-enabled MEC if the tasks of \( r_j \) are assigned to different cloudlets – incurring a data upload latency. Assuming that \( B_l \) is the bandwidth of \( BS_l \), the achieved data rate \( R_{j,l} \) (bits per second) via the wireless channel of \( BS_l \) for \( r_j \) is

\[
R_{j,l} = B_l \log_2 \left( 1 + \frac{P^j_l \cdot h_{j,l}}{\sigma^2 + I_l} \right), \tag{3}
\]

where \( \sigma^2 \) is the noise power of mobile devices and \( I_l \) is the inter-cell interference power [8], \( h_{j,l} \) is the channel gain between the mobile device of request \( r_j \) and the base station, and \( P^j_l \) is the transmission power of the mobile device of request \( r_k \).

Denote by \( \eta_{j,k,l} \) the upload latency of transmitting the input matrix needed by task \( M_{j,k} \) of \( r_j \) via \( BS_l \), then

\[
\eta_{j,k,l} = \frac{a_k \cdot D_j}{R_{j,l}}. \tag{4}
\]

Let \( \tilde{D}_j \) be the delay requirement of inference request \( r_j \). The total delay experienced by \( r_j \) should be no greater than \( \tilde{D}_j \). It must be mentioned that our latency model can be easily extended to include other factors, such as kernel types and heterogeneity of base stations. Recall that we consider that each DNN request consisting of a sequence of tasks. Each task processes partial of a DNN and forwards its processing results to its successor in the sequence. Thus, the output of the last task of an inference request is the final results of implementing the inference request. Considering that we consider AI applications, such as object identification or attribute recognition, the final results usually are not large. We thus do not consider the transmission latency of the final results.
3.4 Energy Consumption Models of Mobile Devices and Cloudlets

We consider the energy consumptions of mobile devices, cloudlets and 5G base stations. The energy consumption of a DNN application determines the accuracy of results obtained – therefore, it impacts the quality of experience observed by a user. Significant amount of energy consumption of an application may not be desirable to most users, due to incurring a high processing delay and a corresponding energy cost. Also, the high energy consumption of 5G base stations pushes up the operational cost incurred by service providers.

Energy Consumption of Mobile Devices. Mobile devices consume energy for executing tasks associated with an inference request. Specifically, if the task is executed at mobile devices where tasks are generated, the energy consumed is mainly for running the task in mobile devices. If the task is executed at a cloudlet remotely, the energy consumption consists of the amount of energy for transferring the task and its required data to the cloudlet, the amount of energy of a mobile device waiting for the results of its offloaded tasks, and the amount of energy for receiving the results.

Recall that a task \( M_{j,k} \) of an inference request \( r_j \) takes time \( \delta_{j,k} \) locally in the mobile device. Denote by \( W_{j,k} \) the number of instructions of task \( M_{j,k} \) that needs to be executed. Denote by \( P_i \) the processing power of the mobile device executing an inference request \( r_j \). The energy consumption of executing task \( M_{j,k} \) locally in the mobile device for request \( r_j \) is

\[
e_{\text{local}} = \delta_{j,k} \cdot P_i.
\]

The energy consumption \( e_{\text{off}}^{j,k} \) of the mobile device for offloading task \( M_{j,k} \) to cloudlet \( CL_i \) via \( BS_l \) consists of the amounts of energy consumed on outwards data transmissions and receiving result from the \( K \)th task of \( r_j \). Then,

\[
e_{\text{off}}^{j,k,l} = \eta_{j,k,l} \cdot D_j \cdot P_t^{l} + \frac{\alpha_k \cdot D_j}{R_{j,k}} \cdot P_t^{l},
\]

where \( P_t^{l} \) is the data transmission power of the mobile device executing \( r_j \) and \( \alpha_k \) is the ratio of the original data and result data of the inference request \( r_j \).

Energy Consumption of GPU-Based Cloudlets. According to [33], the energy consumption of 5G base stations is mainly due to the additional computing power attached to them. Since we consider DNN applications, we focus on the energy consumption due to the DNN processing units at base stations. We thus consider that the energy consumptions of 5G base stations are due to the processing of DNN tasks in them. The energy consumption of a DNN processing unit consists of the energy consumption of different architectural components of the unit. Since we assume each \( CL_i \) have multiple DNN processing units, we focus on a high-level energy consumption model of a cluster of DNN processing units. Following existing studies [12], [31], the energy consumption of a processing unit is proportional to the rate of task accessing on the unit and its maximum power consumption. Denote by \( e_{\text{trans}}^{r_{j,k,i}} \) the energy consumed due to executing task \( M_{j,k} \) of request \( r_j \) in cloudlet \( CL_i \), which consists of the energy consumption of its GPU unit, idle power, and leakage power, that is,

\[
e_{\text{trans}}^{r_{j,k,i}} = \xi_i \cdot \frac{W_{j,k}}{\delta_{j,k,i}} \cdot P_{\text{max}}^{i} + P_{\text{idle}}^{i} + P_{\text{leak}}^{i},
\]

where \( \xi_i \) is used to calculate the access rate of GPU units as shown in [12], \( P_{\text{max}}^{i} \) is the maximum power of all GPU units of cloudlet \( CL_i \), \( P_{\text{idle}}^{i} \) is the idle power, and \( P_{\text{leak}}^{i} \) is the leakage power of the GPU units at cloudlet \( CL_i \).

3.5 Problem Definitions

Given a 5G-enabled MEC \( G \), a set of inference requests \( R = \{ r_j | 1 \leq j \leq |R| \} \), and a sequence of tasks \( M_{j,1}, \ldots, M_{j,K_j} \) for each request \( r_j \), we assume that the total resource capacity of the 5G-enabled MEC \( G \) is larger than the aggregate resource demand of all inference requests in \( R \). Specifically, in a macro-scope, we are given an inference request of a UE, and need to decide which of its tasks should be offloaded. While on a macro-scope, if we are given multiple inference requests, which requests should be admitted. Therefore, we consider the following two optimization problems on inference offloading in the 5G-enabled MEC: (1) the inference offloading for a single inference request, and (2) the inference offloading for multiple requests.

The inference offloading problem for a single inference request is to offload the tasks of each request \( r_j \) to the cloudlets in \( G \) by not only selecting the tasks of \( r_j \) to be offloaded but also identifying which base stations and cloudlets in \( G \) must perform the offloading. The objective of the problem is to minimize the total energy consumption of the mobile device and involved cloudlets for processing \( r_j \), subject to the processing capacity on each cloudlet and the delay requirement of \( r_j \).

In real scenarios, the arrival of future inference requests are not known in advance. Such uncertainty creates significant difficulties in admitting inference requests. Assuming that inference requests arrive at the system sequentially without knowledge of future arrivals, the online inference offloading problem for multiple requests is to decide whether to admit each incoming request immediately. The objective is to admit as many inference requests in \( R \) as possible while minimizing the total energy consumption of mobile devices for the admitted inference requests and cloudlets, subject to the processing capacity on each cloudlet.

A special case of the above optimization problems with all tasks of each inference request having no dependence and without latency requirements of users can be reduced to a bin packing problem that is NP-Hard. Since the special case of the problem is NP-Hard, the original inference offloading problem in an MEC network are NP-Hard as well. Due to NP-hardness of the defined problems, we will propose approximation algorithms with approximation ratios for the above-defined optimization problem, where the approximation ratio is defined as follows. The approximation ratio: Given a value \( \gamma \geq 1 \), a \( \gamma \)-approximation algorithm for a minimization problem \( P_t \) is a polynomial time algorithm \( A \) that outputs a solution whose value is no more than \( \gamma \) times the value of an optimal solution for any instance \( I \) of \( P_t \), where \( \gamma \) is termed as the approximation ratio of algorithm \( A \).

For clarity, the symbols used in this paper are summarized in Table 1.
4 INference OFFLOADING FOR A SINGLE REQUEST

We first propose an exact solution for the problem by formulating an Integer Linear Program (ILP). We then devise an approximation algorithm by adopting the randomized rounding technique [40], based on the relaxation of the ILP solution.

4.1 Exact Solution to the Problem With Given Partitioned Inference Requests

The objective of the inference offloading problem for the admission of a single inference request \( r_j \) is to minimize the amount of energy consumed due to executing all tasks of \( r_j \). To achieve this, we partition the inference request \( r_j \) into two parts: a local execution part and a remote execution part. Let \( x_j \) be the number of tasks of \( r_j \) executed locally in the mobile device of \( r_j \). Tasks \( M_{x_j+1}, \ldots, M_{K_j} \) are offloaded while tasks \( M_1, \ldots, M_{x_j} \) are executed locally in the mobile device of \( r_j \). Clearly, we have \( 0 \leq x_j \leq K_j \), where \( x_j = 0 \) means that all tasks are offloaded to the MEC network while \( x_j = K_j \) means that all tasks of \( r_j \) are executed locally. Tasks in \( \{M_{x_j+1}, \ldots, M_{K_j}\} \) may be executed in different cloudlets since a single cloudlet may not be able to host all the tasks. Denote by \( y_{jki} \) a binary variable that indicates whether inference task \( M_{j,k} \) is offloaded to cloudlet \( CL_i \) for processing. Let \( z_{jkl} \) be an indicator variable that determines whether the subtask \( M_{j,k} \) of \( r_j \) is offloaded via base station \( BS_l \). For the sake of clear presentation, the memory capacity is not considered in this paper. However, the proposed algorithms can be easily extended to consider memory capacities by adding one more constraint on each cloudlet.

Assuming that the number of tasks to be offloaded (i.e., \( K_j - x_j \)) is given, the problem can be formulated as an integer linear program as follows.

\[
\text{ILP:} \quad \min \sum_{k=1}^{K_j} \sum_{l=1}^{\text{BS}} \epsilon_{j,k,l}^{\text{off}} \cdot z_{jkl} + \sum_{k=1}^{K_j} \epsilon_{j,k}^{\text{local}} \cdot (1 - \sum_{i=1}^{\text{CL}} y_{jki}) + \sum_{k=x_j+1}^{K_j} \sum_{i=1}^{\text{CL}} \epsilon_{j,k,i}^{\text{rem}} \cdot y_{jki},
\]

subject to,

\[
\sum_{k=1}^{K_j} y_{jki} = K_j - x_j, \quad \forall i \in \{1, \ldots, \text{CL}\}
\]

\[
\sum_{i=1}^{\text{CL}} y_{jki} = 1, \quad \forall k \text{ with } x_j + 1 \leq k \leq K_j
\]

\[
\sum_{l=1}^{\text{BS}} z_{jkl} = 1, \quad \forall k = x_j
\]
\[
\sum_{k=1}^{K_j} \sum_{i=1}^{|\mathcal{C}|} y_{jki} \leq C(\mathcal{C}_i), \quad \forall \mathcal{C}_i \in \mathcal{C}
\]  
(12)

\[
\sum_{k=1}^{K_j} \sum_{l=1}^{|\mathcal{R}|} z_{jkl} \left( \eta_{j,kl} + \frac{\alpha K_j D_j}{R_{jl}} \right) + \sum_{k=1}^{K_j} s_{jki} \leq \bar{D}_j, \quad \forall \mathcal{C}_i \in \mathcal{C}
\]  
(13)

\[
+ \sum_{k=x_j+1}^{K_j} \sum_{l=1}^{|\mathcal{C}|} y_{jkl} s_{jkl} \leq \bar{D}_j, \quad \forall \mathcal{C}_i \in \mathcal{C}
\]

\[
\sum_{k=1}^{K_j} \sum_{l=1}^{|\mathcal{R}|} z_{jkl} = 1
\]  
(14)

\[
y_{jkl}, z_{jkl} \in \{0, 1\},
\]  
(15)

where Constraints (9) and (10) say that each of the \(K_j - x_j + 1\) tasks has to be offloaded to a cloudlet for processing. Constraints (11) indicate that a base station has to be selected to offload data if there is at least a task of \(r_j\) that is to be offloaded to the MEC network. Constraints (12) show that the number of offloaded tasks should not exceed its capacity. It must be mentioned that the sequence of sub-tasks means that the sequence processing of user data traffic. Since each task needs to continuously process data, its subtasks thus need to be executed concurrently. Therefore, Constraints (12) calculate the accumulative computing resource consumption, to make sure the total demand does not exceed the capacity of each base station. Constraints (13) make sure that the delay requirement \(\bar{D}_j\) of inference request \(r_j\) is met. Constraints (14) mean that the output data of the \(x_j\)th data is transferred using the wireless channel of a single base station. It must be mentioned that the value of \(x_j\) needs to be determined, which makes the above formulation a quadratic program.

### 4.2 Randomized Approximation Algorithm

We now propose a randomized approximation algorithm for the problem. The basic idea of the algorithm is to first assume that each inference request is already partitioned; that is \(x_j\) is given. Based on the ILP, we devise an approximation algorithm by utilizing a randomized rounding technique, considering that a randomized rounding technique can guarantee both the efficiency and optimality of the proposed algorithm with high probability. We then remove the assumption and devise an efficient heuristic that jointly makes request partition and offloading decisions for each inference request.

**Inference Offloading Based on Randomized Rounding.** Given the value of \(x_j\), we now describe the algorithm. Given the maximum number of tasks of \(r_j\) executed locally, we first relax Constraint (15) into

\[
0 \leq y_{jkl}, z_{jkl} \leq 1.
\]  
(16)

Then, the ILP is relaxed into a LP with objective (8), subject to Constraints (9), (10), (11), (12), (13), and (16).

It can be seen that an optimal solution to the LP can be obtained in polynomial time. It however may not be a feasible solution to the original problem, due to the fraction values of \(y_{jkl}, z_{jkl}\) and the real value of \(x_j\). To make the solution feasible, we round the obtained fractional solution to a feasible solution in the inference offloading problem for a single inference request. To this end, we utilize a randomized rounding technique. Specifically, for each task \(M_{j,k}\) of inference request \(r_j\), we use \(X_{jkl}\) to denote an i.i.d event that task \(M_{j,k}\) is assigned to cloudlet \(CL_i\). We assign service \(M_{j,k}\) to cloudlet \(CL_i\) with probability \(\frac{1}{2} y_{jkl}\). Similarly, we use \(Y_{jkl}\) to represent an i.i.d event that the tasks of inference request \(r_j\) are offloaded through base station \(BS_i\).

The detailed algorithm is given in Algorithm 1, which is referred to as ApproRR.

---

**Algorithm 1. ApproRR**

**Input:** \(G = (BS \cup CL \cup V, E)\), an inference request \(r_j\) with a sequence of tasks \(M_{j,k}, \ldots, M_{j,k_j}, \ldots, M_{j,k_j}\) that need to be executed either locally in their mobile device or remotely in cloudlets.

**Output:** An offloading decision for inference request \(r_j\).

1. Relax Constraints (15) into Constraints (16), and obtain an LP;
2. Obtain a fraction solution \(x, y, z\) by solving the LP;
3. For each task \(M_{j,k}\) do
   4. Choose a single cloudlet \(CL_i\) for task \(M_{j,k}\) by setting \(X_{jkl} = 1\) with probability \(\frac{1}{2} x_{jkl}\), no cloudlet is chosen with probability \(1 - \frac{1}{2} x_{jkl}\);
5. If all \(X_{jkl}\) define a feasible solution then
   6. Let \(e(X_{jkl})\) be the energy associated with the feasible solution \(X_{jkl}\);
   7. If \(e(X_{jkl}) \leq \epsilon_{Min}\) then
      8. \(\epsilon_{Min} \leftarrow e(X_{jkl})\);
   9. else
      10. The solution obtained for a \(x_j\) is infeasible;
11. Return \(\epsilon_{Min}\);

**Joint Request Partition and Offloading.** So far we assumed the value of \(x_j\) is given. We now remove this assumption, and jointly decide the value of \(x_j\) and the offloading locations of \(K_j - x_j\) tasks of each inference request \(r_j\).

Each request \(r_k\) has the number \(K_j\) of tasks. Usually, \(K_j\) is a small constant. We thus repeat algorithm ApproRR \(K_j\) times for each \(x_j\). A solution that can achieve the minimum energy consumption is selected from the solutions of these \(K_j\) procedures. The steps of the randomized heuristic are given in Algorithm 2, which is referred to as HeuRR.

---

**Algorithm 2. HeuRR**

**Input:** \(G = (BS \cup CL \cup V, E)\), an inference request \(r_j\) with a sequence of tasks \(M_{j,k}, \ldots, M_{j,k_j}, \ldots, M_{j,k_j}\) that need to be executed either locally in their mobile device or remotely in a few cloudlets.

**Output:** An offloading decision for inference request \(r_j\).

1. \(\epsilon_{Min} \leftarrow Max\_Value\);
2. For \(x_j \leftarrow 0, \ldots, K_j\) do
   3. Invoke algorithm ApproRR;
   4. Let \(e_{x_j}\) be the obtained solution;
   5. If \(e_{x_j} \leq \epsilon_{Min}\) then
      6. \(\epsilon_{Min} \leftarrow e_{x_j}\);
   7. Return \(\epsilon_{Min}\).
4.3 Algorithm Analysis

We now analyze the solution feasibility and approximation ratio of Algorithm 1 in the following lemma and theorems.

**Lemma 1.** Given a fixed number $x_i$ of tasks that execute locally and assume that $C(CL_i) \geq 12 \ln |CL|$ and $\gamma_j + \beta_i \cdot \frac{C(CL_i)}{2} \leq \alpha^{\max} D_j$, the obtained solution by Algorithm 1 is a feasible solution while the capacity $C(CL_i)$ of each cloudlet and the delay requirement of $r_j$ are violated with probability of $\frac{1}{|CL|^2}$, where $\alpha^{\max} = \max_{\alpha_k} \alpha_k$. It must be mentioned that the probability is very small in large networks.

**Proof.** Clearly, there will be $(K_j - x_j + 1)$ tasks of $r_j$ that will be offloaded to the MEC network for processing. Each of such tasks is assigned to cloudlet $CL_i$ with probability $\frac{1}{2} y_{jki}$. Each base station will be selected with probability $\frac{1}{2} z_{jkl}$. We start that the capacity of a cloudlet is violated with a small probability. Recall that in Algorithm 1, task $M_{j,k}$ is assigned to cloudlet $CL_i$ with probability $\frac{1}{2} y_{jki}$. This means that $X_{jki} = 1$ with probability $\frac{1}{2} y_{jki}$ and $X_{jki} = 0$ with probability $1 - \frac{1}{2} y_{jki}$. Let $X_i = \sum_{k=1}^{K_j} X_{jki}$ and its expectation $E(X_i)$ is

$$E(X_i) = \sum_{k=1}^{K_j} E(X_{jki}).$$

To bound $E(X_i)$, we have that there is a task $M_{j',k'}$ that is assigned to cloudlet $CL_i'$. Considering that all other events are independent, we have for each cloudlet $CL_i \in CL$ that

$$E(X_i | X_{jki'} = 1) = \sum_{k=1}^{K_j} E(X_{jki}) = \sum_{k=1}^{K_j} \frac{1}{2} y_{jki} \leq \frac{C(CL_i)}{2}. \tag{17}$$

Denote by $Pr[\cdot]$ the probability of an event. The capacity of a cloudlet $CL_i$ is violated only if after taking out one assigned task of $r_j$, the remaining tasks in this cloudlet are still at least $C(CL_i)$. Calculating the probability that the capacity of each cloudlet is violated is to calculate

$$Pr[X_i \geq C(CL_i) | X_{jki'} = 1].$$

By a Chernoff bound [36] with $\mu = E(X_i)$ and $\delta = 1$, we have

$$Pr[X_i \geq C(CL_i) | X_{jki'} = 1] = Pr[X_i \geq 2E(X_i) | X_{jki'} = 1] \leq \exp \left( - \frac{E(X_i)}{3} \right) \leq \exp \left( - \frac{C(CL_i)}{6} \right) \leq \exp \left( - \frac{12 \ln |CL|}{6} \right) = 1/|CL|^2. \tag{18}$$

We then calculate the probability of violating the delay requirement $D_j$ of inference request $r_j$. Recall that the experienced delay of request depends on the selected base station and cloudlets. We thus first calculate the expectation of event $Y_j$. Since each base station is selected with probability $\sum_{k=1}^{K_j} \frac{1}{2} z_{jkl}$ and only one base station is selected, we have

$$E(Y_j) = K_j \cdot z_{jkl}/2. \tag{19}$$

Let $Z_j$ be an event denoting the delay experienced by $r_j$. We then calculate the expectation of $Z_j$, i.e.,

$$E(Z_j) = E((\alpha_x D_j) / R_{ji})$$

$$+ \frac{\alpha K_j D_j}{R_{ji}} + \sum_{k=1}^{K_j} \frac{y_{jki} \cdot D_j \cdot \gamma_j + \sum_{k=x+1}^{K_j} y_{jki} \cdot \alpha_k \cdot D_j \cdot \beta_i)}{R_{ji}}$$

$$= \left( \frac{\alpha x_j D_j}{R_{ji}} + \frac{\alpha K_j D_j}{R_{ji}} \right) + \left( \frac{\sum_{k=1}^{K_j} y_{jki} \cdot \Delta_k \cdot D_j \cdot \gamma_j}{R_{ji}} \right)$$

$$+ \left( \frac{\sum_{k=x+1}^{K_j} y_{jki} \cdot \alpha_k \cdot D_j \cdot \beta_i}{R_{ji}} \right).$$

Since each base station is selected with probability $\sum_{k=1}^{K_j} \frac{1}{2} z_{jki}$ and only one base station is selected, we have

$$E(Y_j) = K_j \cdot z_{jkl}/2. \tag{19}$$

Let $Z_j$ be an event denoting the delay experienced by $r_j$. We then calculate the expectation of $Z_j$, i.e.,

$$E(Z_j) = E((\alpha_x D_j) / R_{ji})$$

$$+ \frac{\alpha K_j D_j}{R_{ji}} + \sum_{k=1}^{K_j} \frac{y_{jki} \cdot D_j \cdot \gamma_j + \sum_{k=x+1}^{K_j} y_{jki} \cdot \alpha_k \cdot D_j \cdot \beta_i)}{R_{ji}}$$

$$= \left( \frac{\alpha x_j D_j}{R_{ji}} + \frac{\alpha K_j D_j}{R_{ji}} \right) + \left( \frac{\sum_{k=1}^{K_j} y_{jki} \cdot \Delta_k \cdot D_j \cdot \gamma_j}{R_{ji}} \right)$$

$$+ \left( \frac{\sum_{k=x+1}^{K_j} y_{jki} \cdot \alpha_k \cdot D_j \cdot \beta_i}{R_{ji}} \right).$$

By a Chernoff bound [36] with $\mu = E(X_i)$ and $\delta = 1$, we have

$$Pr[Z_j \geq \hat{D}_j] = Pr[Z_j \geq 2E(Z_j)]$$

$$\leq \exp \left( - \frac{E(Z_j)}{3} \right) \leq \exp \left( - \frac{\alpha^{\max} D_j}{3} \right). \tag{21}$$

Recall that we have $\gamma_j + \beta_i \cdot \frac{C(CL_i)}{2} \leq \alpha^{\max} D_j$, which means that

$$\alpha^{\max} D_j (1 + \alpha^{\max} D_j) \geq \frac{(C(CL_i))^2}{2} + 3C(CL_i)/2 + 2. \tag{22}$$
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Combining inequalities (21) and (22), we have
\[
Pr[Z_i \geq \tilde{D}_j] \leq \exp \left(- \frac{(C(CL_i))^2 + 3C(CL_i) + 4}{6}\right) \leq \exp \left(- \frac{(12 \ln |CL|)^2}{6}\right) = \frac{1}{|CL|^2}. \tag{23}
\]

**Theorem 1.** Given a 5G-enabled MEC $G$, an inference request $r_k$ with a sequence of tasks, assume that $x_j$ is given, $M \geq 12 \ln |CL|$ and $K_j \geq 6 \ln |CL|$, the approximation ratio of Algorithm 1 is within twice the optimal solution with high probability of $(1 - \frac{1}{|CL|^2})$. Note that the probability is very high when the number of cloudlets grows in the MEC.

**Proof.** We now show the approximation ratio of the proposed algorithm. Let $OPT$ be the optimal solution of the ILP. Let $O$ be the obtained solution of the randomized approximation algorithm.

Recall that $X_{jki}$ is the event that task $M_{j,k}$ is assigned to cloudlet $CL_i$. Let $c(X_{jki})$ be the energy associated with event $X_{jki}$, and its expectation is
\[
E(c(X_{jki})) = E(X_{ij}) \cdot c^{\text{local}}_i(y_i) = (1/2)x_{ii} \cdot c_{ij}. \tag{24}
\]

Recall that a solution is feasible only when the capacity of each cloudlet is met. The delay requirement of request $r_j$ is met, and each to-be-offloaded task is offloaded to a single cloudlet. Denote by $I$ the event that whether the obtained solution is feasible. By a union bound of Inequalities (18) and (23), the probability of an infeasible solution is
\[
Pr[I = 0] = |CL| \cdot Pr[X_i \geq C(CL_i)] \cdot Pr[Z_i \geq \tilde{D}_j] \leq \frac{1}{|CL|^2} \cdot \frac{1}{|CL|^2} = \frac{1}{|CL|^4}, \tag{25}
\]
assuming that there are at least 2 cloudlets in the MEC network. This means that the lower bound of $Pr[I = 1]$ is
\[
Pr[I = 1] = 1 - Pr[I = 0] \geq 1 - \frac{1}{|CL|^2}. \tag{26}
\]

Let $E$ be the total energy consumption of event $I$, we then have
\[
E(E) = \sum_{k=1}^{K_j} \sum_{i=1}^{(|CL|)} Pr[Z_i \geq \tilde{D}_j | I = 1] \cdot c^{\text{local}}_{i, j, k} + (K_j + 1 - \sum_{i=1}^{(|CL|)} Pr[Z_i \geq \tilde{D}_j | I = 1]) c^{\text{local}}_{i, j, k} + \sum_{i=1}^{(|CL|)} Pr[Z_i \geq \tilde{D}_j | I = 1] \cdot c^{\text{remote}}_{i, j, k} \geq \frac{1}{2} (1 - \frac{1}{|CL|^2}) c^{\text{min}}_{\text{local}} + (K_j + 1 - \frac{1}{|CL|^2}) \frac{C(CL_i)}{2} c^{\text{local}}_{i} \tag{27}
\]
due to inequalities (17) and (26).

Now, we have
\[
Pr[E \geq \frac{7}{16} + (K_j + 1 - \frac{7}{16} \cdot C(CL_i) + \frac{7}{16} (C(CL_i))^2 \geq \frac{21}{64} + K_j + 1 - \frac{7}{16} \cdot C(CL_i) - \frac{1}{2}^2 \geq K_j, since C(CL_i) \geq 12 \ln |CL|, \geq 2, \tag{28}
\]
where $c^{\text{local}}_{i, j, k, \text{local}}$ and $c^{\text{remote}}_{i, j, k, \text{remote}}$, and $c^{\text{min}}_{\text{local}}$

To show the approximation ratio of the proposed algorithm with high probability, we calculate the following probability
\[
Pr(E \geq (1 + \sigma)OPT], \tag{29}
\]
where $\sigma$ is a constant with $\sigma > 0$.

Recall that the fractional solution to LP is a lower bound of the optimal solution. Also, the fractional solution is considered as probabilities in the randomized algorithm. Therefore, by the definition of expectations, we have the fractional solution is the expectation of $E(E)$. We thus have $OPT > E(E)$. This means
\[
Pr[E \geq (1 + \sigma)OPT] < Pr[E \geq (1 + \sigma)E(E)], \tag{30}
\]

since the property of the upper tail probability of the Chernoff bound [36]. Then, apply the Chernoff bound with $\sigma = 1$, we have
\[
Pr[E \geq 2 \cdot OPT] < Pr[E \geq 2E(E)] < e^{-\frac{4E(E)}{E^2}}, \text{ due to Ineq. (27)}, \tag{31}
\]
\[
< e^{-\frac{4E(E)}{E^2}}, \text{ due to Ineq. (27)}, \tag{31}
\]

Therefore, the approximation ratio of the proposed algorithm is 2 with high probability of $(1 - \frac{1}{|CL|^2})$. \qed

**Theorem 2.** Given a 5G-enabled MEC $G$, an inference request $r_k$ with a sequence of tasks, there exists an efficient heuristic, i.e., HeurRR, that delivers a feasible solution for the inference offloading problem for a single inference request.

Given the feasibility proof in Lemma 1 for algorithm Apporr, showing this theorem is straightforward, omitted.

### 5 Online Inference Offloading for Multiple Requests

In this section we propose online algorithms for the online inference offloading problem with inference requests arriving one by one without the knowledge of future arrivals.

#### 5.1 Admission Policy Based on Request Deferral

To reduce energy consumption, it is preferable to admit requests with lower energy consumption, however future demand is not known a priori. Admitting requests with more energy consumption now may lead to the rejection of future requests, as shown in Fig. 3. The proposed algorithm therefore defers the admission of a current request, waiting...
for inference requests with a lower energy consumption. This however may lead to a significant violation of the delay requirement of the current inference request.

Considering the afore-mentioned observations, the proposed online algorithm explores the interplay between energy consumption and delay requirements of inference requests. Specifically, we allow the algorithm to defer the assignment of the first $t$ arrived requests. This allows the algorithm to build its request ‘expectation’. Then, starting from the $(t + 1)$th request, the algorithm selects a request with the least energy consumption for its admission to perform further calculations. Our basic idea is to leverage a reinforcement learning procedure to allow the algorithms dynamically learn whether to defer an inference request. In other words, we aim to design a learning-aided algorithm to dynamically decide whether to admit an inference request or not.

Notice that since we consider online algorithms, we adopt the oblivious adversary model. This adversary knows the algorithm’s steps, but does not know the randomized results of the algorithm. This adversary thus randomly generates the arrivals of requests and does not present the requests one by one.

### 5.2 An Online Optimization Framework for Dynamic Inference Request Admissions

The framework based on request deferral consists of two phases: phase 1 defers the first $t$ requests and builds the expectations of the requests, calculating pre-offload decisions for the first $t$ requests by invoking Algorithm 1. The obtained solution is considered as pre-offloading, indicating only a decision to offload, without any real offloading action. Let $c'_j$ be the energy consumption due to the implementation of request $r_j$ with $1 \leq j \leq t$. Phase 2 selects the request with minimum energy consumption among all the requests. It then offloads the tasks of the chosen request according to its pre-offloading decisions. However such request admission deferral may cause prohibitive waiting times, which eventually may violate the delay requirements of inference requests. To avoid such cases, in the second phase, if there is a request whose delay requirement will be violated if deferred again, it will be chosen instead of the request with the minimum energy consumption. The details of the proposed online algorithm based on request deferral are shown in Algorithm 3.

#### Algorithm 3. Online

**Input:** $G = (BS \cup \mathcal{C} \cup \mathcal{V}, E)$, a set $R$ of inference requests that arrive into the system one by one without the knowledge of their future arrivals.

**Output:** An offloading decision for each inference request $r_j \in R$. 

1: $L \leftarrow \emptyset$ /*a set of deferred requests*/
2: while there is an arrived request $r_j$ do
3:   Find a pre-offloading decision for $r_j$ by invoking Algorithm 1;
4:   if $|L| < t$ then
5:     Defer the execution of $r_j$;
6:   else
7:     if there is a request $r_j \in L$ whose delay requirement is violated if its is deferred then
8:       Implement $r_j$ according to its pre-offloading decision;
9:       Find the request in $L$ with the minimum energy consumption and implement it according to its pre-offloading decision;

5.3 An Online Algorithm Based on Reinforcement Learning

So far we proposed an online algorithm with deferred request admissions, by assuming that requests arrive into the system one by one. However, the arrival times of inference requests are not considered in Algorithm 3. In the worst case, the algorithm may wait indefinitely for the arrival of the next inference request, if the arrival time of the next request is far from now. The algorithm needs a smart and adaptive strategy to determine whether it should wait for future requests or not.

To this end, we adopt a Reinforcement Learning (RL) process to make the decision of whether to wait for the next request or select one request from the current arrival list. Specifically, on the implementation of the current inference request $r_j$, the algorithm observes the system state $s_j$, and it is asked to choose an action $a_j$ based on its reward. Following the action, the state of the environment transitions its state from $s_j$ to $s_{j+1}$ and the agent receives a reward $r_{j+1}$. The state space and the action space of the RL process are defined as follows.

**State Space.** The state of the system consists of the current arrival list $L$ of requests and their delay requirements. Besides, we also consider the arrival intervals of the arrived requests, where an arrival interval is defined as the time difference between two consecutive requests.

**Action Space.** The agent of the online algorithm needs to decide whether to wait the arrival of the next request or select one request from the current list $L$ to be executed. Therefore, the action for the agent can be modeled as $\{0, 1\}$, where 0 indicates that the agent wants to wait for the next request while 1 implies that a request from the current list will be selected for admission. If action 0 is selected, the
The algorithm will wait until the next request is put into the current list L; otherwise, the algorithm will choose a request from L.

**Reward.** Recall that the proposed algorithm is to avoid long waiting future requests, we consider that the reward of the agent is defined as the reverse of the average delay experienced by the admitted requests. If the reward of the agent decreases more than a predefined threshold \( \delta \), this means that the agent may spend more time in waiting for the next request. The agent will thus select a request from the current list, otherwise, the agent will keep waiting the next request.

Detailed steps of the adaptive online algorithm are illustrated in Algorithm 4.

**Algorithm 4. OnlineRL**

**Input:** \( G = (\mathcal{B}S \cup \mathcal{C}C \cup \mathcal{V} \cup \mathcal{E}) \), a set \( R \) of inference requests that arrive into the system one by one without the knowledge of their future arrivals, each inference request has a sequence of tasks \( M_{j,1}, \ldots, M_{j,k}, \ldots, M_{j,k_i} \) that need to be executed either locally in their mobile device or remotely in a few cloudlets.

**Output:** An offloading decision for each inference request \( r_j \in R \).

1. \( L \leftarrow \emptyset; /*a set of deferred requests*/ 
2. WAIT \leftarrow true; 
3. while true do 
4. if WAIT \leftarrow true then 
5. Wait for the next request \( r_j \); 
6. else 
7. Select one request from the current list \( L \); 
8. Find a pre-offloading decision for \( r_j \) by invoking Algorithm 2; 
9. if \( |L| < t (= c \ln |R|) \) then 
10. Defer the execution of \( r_j \); 
11. else 
12. if there is a request \( r_j \) in \( L \) whose delay requirement is violated if its is deferred then 
13. Implement \( r_j \) according to its pre-offloading decision; 
14. else 
15. Find the request in \( L \) with the minimum energy consumption and implement it according to its pre-offloading decision; 
16. Record the status of the offloaded request and the system status; 
17. Calculate the \( rwd_j \) as the average delay of offloaded requests; 
18. if \( rwd_{j-1} - rwd_j > \delta \) then 
19. WAIT = false; 
20. else 
21. WAIT = true; 

**Theorem 3.** The deferral strategy adopted by Algorithms 3 and 4 deliver a feasible solution to the online inference offloading problem. It has a probability of \( 1 - (1 - (1 - \xi(1/\xi)))^{\ln |R|} \) to identify a request with the minimum energy consumption, where \( \xi = \frac{c \ln |R|}{|R|} \) with \( c \) being a constant with \( c \geq 1 \).

**Proof.** To show the solution feasibility, we need to show that computing the capacity of each cloudlet and the delay requirement of each admitted request are met. Since Algorithms 3 and 4 invoke Algorithm 2 to process the requests one by one, the computing capacity is met according to Lemma 1. Also, since we check the delay requirement of each request before its deferral, its delay requirement can be met as well. 

Recall that the adversary randomly permutes the order of the requests and presents them to the online algorithm one by one. Since there are \(|R|\) requests, we thus have a random permutation \( \pi \) of requests. The basic idea of the proposed algorithms is to find a request in \( \pi \) with the minimum energy consumption, and then finding the first \( j \geq t + 1 \) such that the energy consumption of \( r_j \) is smaller than the minimum in \( \pi \).

Now, suppose that \( r_j \) is the request with the minimum energy consumption. The proposed algorithms may fail to select \( r_j \), if between the \((t + 1)\)th request and the \((j - 1)\)th request there are some requests with less energy consumption than the minimum of the first \( t \) requests. When this happens, the minimum of \( \pi[1], \ldots, \pi[j - 1] \) has to occur in locations between \( t + 1 \) and \( j - 1 \). This means that we do pick the request with the minimum energy consumption if the minimum among the first \( j - 1 \) requests happen to be one of the first \( t \) requests.

The probability of picking request \( r_j \) with the minimum energy consumption in each trial is
\[
\sum_{j=t+1}^{t+1} Pr[\pi_j] \text{ is the minimum and the minimum of } \\
\pi[1], \ldots, \pi[j-1] \text{ is in } \pi[1], \ldots, \pi[t] \\
= \frac{1}{|R|} \frac{t}{j-1} \frac{t}{j} \sum_{j=1}^{t-1} \frac{m-j}{j} \\
= \frac{t}{|R|} \ln |R| - \ln t = \frac{t}{|R|} \ln |R| t,
\]
where \( m \) is the index of a request in \( \pi[1], \ldots, \pi[j - 1] \) with the minimum energy consumption. If we perform \( \ln |R| \) trials when selecting a request, we can have the probability of selecting a request with the minimum energy consumption promoted to
\[
1 - (1 - \frac{t}{|R|} \ln |R| t)^{\ln |R|}.
\]
Assuming that \( t = c \ln |R| \), we have the last expression being
\[
1 - (1 - \xi(1/\xi))^{\ln |R|},
\]
where \( \xi = \frac{c \ln |R|}{|R|} \) and \( c \) is a constant with \( c \geq 1 \).

**6 EXPERIMENTS**

In this section we evaluate the performance of the proposed algorithms by extensive simulations and implementations in a real test-bed.

**6.1 Parameter Settings**

We consider a multi-cell MEC network by varying from 50 to 250 base stations, where each network topology is generated using GT-ITM [25]. Each cloudlet has a computing power in the range 8,000 to 16,000 MHz [1], [54]. The number of inference tasks that can be executed by each cloudlet...
varies from 10 to 50, assuming that each inference task consumes roughly 160 to 1600 MHz computing power. The bandwidth capacity of each base station $BS_i$ is drawn from the range of [10,100] Mbps. The maximum number of subtasks of each request is varied from 2 to 5. The input data of each inference request is randomly withdrawn from the range of [10, 100] Mb [26]. The average delay requirement for a user of cloudlet is a random value between 10 and 50 milliseconds. The parameters $\beta_i$ and $\gamma_j$ on processing unit amount (one KB) of data in cloudlet $CL_i$ and locally are varied from ranges [0.0001, 0.0005] seconds and [0.005, 0.05] seconds, respectively. The parameter $\alpha_j$ is varied from 0.1 to 2, considering that a subtask of a request may output data that is smaller or greater than its input data. The processing and data transmission powers of a mobile device are set to [5, 10] Watt and [10, 50] Watt [33], respectively. The maximum GPU power of each cloudlet is randomly withdrawn from [60, 100] Watt and the idle GPU power is 5 Watt [12].

Unless otherwise specified, we will adopt these default settings in our experiments. Each value in the figures is the mean of the results by applying each mentioned algorithm on 15 different topologies of the multi-cell MEC network.

We compare the proposed algorithms ApproRR and HeuRR with the following benchmark algorithms: (1) Greedy: a heuristic that adopts a greedy partition of the DNN of each inference request. Specifically, in Greedy, the number of offloaded subtasks are greedily assigned to the cloudlets that can achieve the minimum data transmission between the UE and the MEC; (2) OPT_LB: since the optimal solution of the proposed solution cannot be obtained in polynomial time, we consider an estimation of the optimal solution by LP. Recall that LP provides a fractional solution to the problem, its obtained solution thus is a lower bound of the optimal solution. In addition, besides algorithms Greedy, we investigate the performance of algorithms Online and OnlineRL against that of a benchmark that invokes algorithm HeuRR on the arrival of each request. It is referred to as HeuRR_NoDeferral. Similarly, algorithm Greedy is also named as Greedy_NoDeferral for the online problem.

### 6.2 Performance Evaluation of Algorithms ApproRR and HeuRR

We first evaluate the performance of algorithm ApproRR against OPT_LB and Greedy in terms of the total consumed energy, the average delay of a request, and the running time, by varying the number of tasks executing locally, i.e., $x_j$, from 1 to 3 and fixing the total subtasks of each request to 3, in networks with sizes varied from 50 to 250. Fig. 4a shows the total amount of energy consumed by all base stations when different numbers of subtasks of an inference request are offloaded to the MEC network for executing. We can see that for each value of $x_j$, our algorithm ApproRR is close to the optimal solution OPT_LB. Namely, when the network size is 250 and $x_j = 1$, the approximation ratio of algorithm ApproRR is 1.25. From Fig. 4a, we can also see that the total consumed energy increases with the growth of $x_j$. The reason is that a higher value for $x_j$ means more tasks are executed locally in UEs, thereby increasing the energy consumption of UEs. Fig. 4b illustrates the average delay experienced by an inference request. We can see that the delay of the proposed algorithm is much lower than that of algorithm OPT_LB. The rationale behind is that OPT_LB seeks to minimize the energy consumption as long as the delay requirement is met. It thus pushes the limit of the delay constraint to gain more opportunities of minimizing the energy consumption. Instead, algorithm ApproRR is based on the fractional solution of LP via randomized rounding, by considering the value of each decision variable as a probability. This allows the algorithm ApproRR deviate from the action of maximally trading delay for energy. Fig. 4c illustrates that the running time of algorithm ApproRR is roughly equivalent to that of solving linear programs without integer variables. It must be mentioned that obtaining the optimal solution to the ILP takes prohibitive long time for large problem sizes.

We then study the performance of algorithm HeuRR against OPT_LB and Greedy in terms of the total consumed energy and the average delay of a request, by fixing the number of subtasks of each request at 3 and varying the network size from 50 to 250. Fig. 5a shows the total consumed energy obtained by OPT_LB is the lowest, because it is a lower bound of the optimal solution OPT. Algorithm HeuRR has a lower total energy consumption than Greedy, since Greedy only
selects the minimum energy consumption due to wireless transmission. Fig. 5b depicts the average delay obtained by algorithms HeuRR, Greedy and OPT_LB, from which we can see that OPT_LB has the longest delay among the three algorithms. On the contrary, algorithm HeuRR has the shortest delay. The reason is that algorithm OPT_LB delivers a fractional solution to the problem, which is a lower bound of OPT. Algorithm HeuRR however divides each fractional value of the fractional solution by 2, which reduces the probability of selection of cloudlets with large delays.

6.3 Performance Evaluation of Algorithms Online and OnlineRL

We then investigate the performance of algorithms Online, OnlineRL, Heu_NoDeferral, and Greedy_NoDeferral by varying the network size from 50 to 250. The arrival interval of two consecutive requests follows the Zipf distribution [39], which means that around 80 percent of arrival intervals are small while 20 percent are large. We can see from Fig. 6a that algorithms Online and OnlineRL have slightly a lower energy consumed than that of algorithm Heu_NoDeferral. The reason is that Online and OnlineRL defer some request admissions when needed; this increases the opportunity of selecting requests with lower energy consumptions. The total energy consumption increases when the number of arrived requests increases from 5 to 25, and it then decreases afterwards when the number of arrived requests is higher than 25. The reason is that more requests normally incur higher energy consumption; however, the MEC network becomes saturated when the number of requests keeps increasing. On the other hand, we can see from Fig. 6b that Online and OnlineRL have slightly higher delays than other algorithms, as they defer requests for larger selection space for lower energy.

6.4 Performance Evaluation of Algorithms Online and OnlineRL in a Real Test-Bed

To testify the applicability of the proposed algorithms in real environments, we finally study the performance of algorithms Online and OnlineRL in a test bed. Specifically, we investigate the impact of the number of maximally deferred requests on the performance of the algorithms. In the rest, we first describe the settings of our test-bed and then elaborate on the results obtained in the test-bed.

Test-Bed Settings. Recall that we consider an 5G-enabled MEC with a set of cloudlets and switches that interconnect the cloudlets in the mobile access network. Our test-bed thus consists of five hardware switches and several physical servers (i.e., cloudlets). In real environments, there can be many switches in the mobile access network. To approach such settings of large-scale access networks, we adopt a two-layer settings of the test-bed. Specifically, the test-bed has both an underlay with hardware switches and an overlay with virtual switches, as shown in Fig. 7. In particular, each switch of the overlay is a H3C S5560-30S-EI switch, and each of the five servers has an i7-8700 CPU and 16G RAM. We use VXLAN to build the overlay network with a number of Open vSwitch (OVS) [37] nodes and VMs, where Netconf and SNMP protocols are used to manage the switches and the links that interconnect them. The topology of the overlay network is built following the real topology AS1755. Its OVS nodes and VMs are controlled by a Ryu [41] controller. The proposed algorithms are implemented as Ryu applications. All the rest settings are the same as the simulations in the previous subsection.

Results. We evaluate the performance of algorithms Online and OnlineRL by varying t from 10 to 50 with an increase of 5. Figs. 8a and 8b shows the results in terms of the total energy consumed and average delay, from which we can see that the total energy consumed is decreasing with the growth of t and the average delay on the other hand is increasing. The reason is that there will be more requests that are being deferred with the increase of t, leading to the rejection of some requests due to delay violations. This means less requests are admitted by the algorithms, thereby reducing the energy consumed. Since more requests are deferred, the average delay of admitted requests thus is larger for large values of t. In addition, the
average delay of OnlineRL is less than that of Online, due to the OnlineRL can observe the system state for long-term reward and choose whether to wait for the next request, thus, the average delay is reducing.

7 CONCLUSION
In this paper, we studied the inference offloading problem in a 5G multi-cell MEC network with the aim to minimize the total energy consumption of mobile devices, 5G base stations and cloudlets. We first proposed exact and approximate solutions to the inference offloading problem for the admission of a single inference request, by utilizing a randomized rounding technique. We then devised a learning-based online algorithm for the online inference offloading problem. An offloading deferral approach is also proposed, which aims to minimize energy consumption across a number of submitted inference requests. Experimentally, we finally investigated the performance (and benefits) of the proposed algorithms by extensive simulations. Results show that the proposed algorithms outperform other approaches in literature.

The future works of this study include: (1) in real scenarios, the processing and transmission delays may be uncertain, considering the time-varying network statuses of MEC networks. We thus consider the inference offloading with uncertain information of the MEC networks as our first future work, and (2) the age-aware inference offloading for DNN-driven AI applications. Some inference requests may have time-sensitive data that needs to be processed timely. The proposed algorithm can be extended to consider such a scenario by responding to such requests immediately after their arrivals while deferring requests with no time-sensitive data. However, a finer-grained scheduling of such time-sensitive inference requests is desirable, and we consider the design of age-aware scheduling methods in MEC networks as our future work.
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