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Abstract— This study is motivated by the maximum connected1

coverage problem (MCCP), which is to deploy a connected2

UAV network with given K UAVs in the top of a disaster3

area such that the number of users served by the UAVs is4

maximized. The deployed UAV network must be connected, since5

the received data by a UAV from its served users need to be6

sent to the Internet through relays of other UAVs. Motivated7

by this application, in this paper we study a more generalized8

problem – the h-hop independently submodular maximization9

problem, where the MCCP problem is one of its special cases with10

h = 4. We propose a 1−1/e
2h+3

-approximation algorithm for the11

h-hop independently submodular maximization problem, where12

e is the base of the natural logarithm. Then, one direct result13

is a 1−1/e
11

-approximate solution to the MCCP problem with14

h = 4, which significantly improves its currently best 1−1/e
32

-15

approximate solution. We finally evaluate the performance of the16

proposed algorithm for the MCCP problem in the application of17

deploying UAV networks, and experimental results show that18

the number of users served by deployed UAVs delivered by the19
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proposed algorithm is up to 12.5% larger than those by existing 20

algorithms. 21

Index Terms— UAV communication networks, maximum con- 22

nected coverage problem, connected sensor coverage problem, 23

submodular function maximization, approximation algorithms. 24

I. INTRODUCTION 25

IN THIS paper, we study an h-hop independently submod- 26

ular maximization problem, which is defined later. We start 27

by introducing two potential applications of the problem: one 28

is to deploy a UAV communication network to serve people 29

trapped in a disaster area, the other is to place a sensor network 30

to monitor Points of Interest (PoIs) in an IoT network. 31

The first important application arises in the context of 32

Unmanned Aerial Vehicles (UAV) networks. Wireless com- 33

munication by leveraging the use of UAVs has attracted 34

lots of attentions recently [13], [23], [43]. Unlike terrestrial 35

communication systems, low-altitude UAV systems are more 36

cost-effective by enabling on-demand operations, more swift 37

and flexible for deployment and configuration [9], [14], [33], 38

[36], [37], [41], [42]. Due to its maneuverability and flexibility, 39

a UAV can act as an aerial base station (BS) by equipping with 40

a lightweight base station device [8], [25]. It is expected that 41

UAV networks consists of multiple UAVs are perfectly suit- 42

able for unexpected and temporary communication demands, 43

such as natural disasters, traffic congestion, and concerts [3]. 44

In addition, because of their high flying height, UAVs usu- 45

ally have higher Line-of-Sight (LoS) link opportunities with 46

ground users, compared to terrestrial BSs [1]. Fig. 1 shows 47

a UAV network in which four UAVs serve as aerial base 48

stations to provide communication services to the trapped 49

people in a disaster zone. With the help of the UAV network, 50

the trapped people can send and receive critical voices, videos, 51

and data to/from the rescue team, thereby saving their lives and 52

reducing injuries. Our study is motivated by a fundamental 53

Maximum Connected Coverage Problem (MCCP) [43] in a 54

UAV network, which is to deploy K UAVs in the air to 55

serve people in a disaster zone, such that the number of 56

users served is maximized, subject to the constraint that 57

the communication subnetwork induced by the K UAVs is 58

connected. The rationale behind the connectivity constraint is 59

that, the received data by a UAV from its served users need 60

to be sent to a gateway UAV in the UAV network, where the 61
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See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: CITY UNIV OF HONG KONG. Downloaded on October 06,2022 at 23:55:13 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-8396-6825
https://orcid.org/0000-0002-8207-6740
https://orcid.org/0000-0001-8702-8302
https://orcid.org/0000-0001-5438-1468
https://orcid.org/0000-0002-8629-4622
https://orcid.org/0000-0002-4714-7021
https://orcid.org/0000-0002-9800-6472


2 IEEE/ACM TRANSACTIONS ON NETWORKING

Fig. 1. A UAV network that provides communication services for ground
users in a disaster area, where the network is connected to the Internet via an
emergency communication vehicle.

Fig. 2. An example of the connected sensor placement problem, where
K = 4 sensors are deployed and five PoIs are monitored by the four sensors.

gateway UAV is connected to the Internet, with the help of an62

emergency communication vehicle or satellites, see Fig. 1.63

We then focus on another application of the h-hop indepen-64

dently submodular maximization problem, which is to place65

K sensors at some strategic locations to monitor PoIs (Points66

of Interest) in an IoT network such that the number of PoIs67

monitored by the placed K sensors is maximized, subject to68

the constraint that the communication subnetwork induced by69

the K sensors is connected [15]. The rationale behind this70

connectivity constraint is that each sensor needs to send its71

sensing data to a base station directly or via the relays of other72

sensors. Fig. 2 shows an example of placing K = 4 sensors73

to monitor PoIs.74

In addition to the aforementioned two applications, there are75

many other potential applications of the h-hop independently76

submodular maximization problem, including deploying wire-77

less power chargers in wireless sensor networks [39], [40],78

placing wireless routers in wireless networks [20], choosing79

influential connected users in social networks [2], [17], [18],80

[24], [30], [32], [34], and so on.81

Motivated by the aforementioned many applications, in this82

paper, we study a more generalized problem – the h-hop83

independently submodular maximization problem, which is84

briefly defined as follows. Given an undirected, connected85

graph G = (V, E), let f : 2V �→ Z
≥0 be a monotone function86

on the subsets of V , i.e., f(A) ≤ f(B) for any subsets A87

and B of V with A ⊆ B. In addition, given a positive integer88

h ≥ 1, we say that f is h-hop independently submodular based89

on G if it meets the following two properties:90

(i) Submodularity: f(A∪{v})−f(A) ≥ f(B∪{v})+f(B)91

for any two subsets A and B of V with A ⊆ B, and any92

node v ∈ V \B. The submodularity captures the property of 93

diminishing returns in economics and many fields [6]. 94

(ii) h-hop independence: f(A) + f(B) = f(A ∪ B) for 95

any two non-empty subsets A and B of V with the minimum 96

number of hops in G between any node in A and any node in 97

B being at least h. 98

In this paper, we consider an h-hop independently submodu- 99

lar maximization problem in G(V, E), which is to find a subset 100

S of K nodes in V such that the value of f(S) is maximized, 101

subject to the constraint that the induced subgraph G[S] of G 102

by the nodes in S is connected, where K is a given positive 103

integer with 1 ≤ K ≤ |V | and f is h-hop independently 104

submodular. Notice that the MCCP problem for deploying a 105

UAV network is a special case of the problem with h = 4, 106

which will be shown in Section V. 107

There are several studies on special cases of the h-hop 108

independently submodular maximization problem. For exam- 109

ple, Garg [12] proposed a 1
3+ε -approximation algorithm for 110

the problem when h = 1, where � is a given constant with 111

0 < � ≤ 1. Notice that the submodular function f meets 112

the additive property when h = 1, i.e., for any subset S 113

of V , f(S) =
∑

v∈S f({v}). Khuller et al. [18] proposed a 114

1−1/e
12 -approximation algorithm for the problem when h = 3, 115

where e is the base of the natural logarithm. Yu et al. [39], 116

[40] proposed a 1−1/e

8(� 4√
3

α�+1)2
-approximation algorithm for the 117

connected sensor placement problem (e.g., see Fig. 2), where 118

α = r
R with 0 < r ≤ R, r and R are the sensing range 119

and communication range of a sensor, respectively. It can be 120

seen that the approximation ratio is a value between 1−1/e
128 121

and 1−1/e
32 , as 0 < α ≤ 1. 122

Notice that we recently devised a 1−1/e√
K

-approximation 123

algorithm [35] for finding a set S with K nodes in a graph G 124

such that a submodular function f(S) is maximized, subject 125

to that G[S] is connected, where e is the base of the natural 126

logarithm. This implies that the algorithm also delivers a 127

1−1/e√
K

-approximate solution to the problem considered in 128

this paper. However, the approximation ratio 1−1/e√
K

is small 129

when K is large. In this paper, we consider the case that 130√
K ≥ 2h + 3, and propose an improved algorithm with an 131

approximation ratio 1−1/e
2h+3 for the problem, which is no less 132

than 1−1/e√
K

. 133

A. Main Contributions 134

The main contributions of this paper are as follows. 135

(i) To the best of our knowledge, we are the first to 136

introduce the h-hop independently submodular maximiza- 137

tion problem, which generalizes many optimization problems 138

arisen in different domains, such as the MCCP problem 139

of deploying a UAV network to serve as many users as 140

possible. 141

(ii) We propose a novel tree decomposition technique. With 142

the help of the proposed technique, we devise a 1−1/e
2h+3 - 143

approximation algorithm for the problem when h ≥ 2. Con- 144

sequently, the proposed algorithm delivers 1−1/e
9 and 1−1/e

11 145

approximate solutions to the problem, when h = 3 and h = 4, 146

respectively, while the best approximation ratios so far for 147
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these two special cases with h = 3 and h = 4 are 1−1/e
12 [18]148

and 1−1/e
32 [39], [40], respectively.149

(iii) We evaluate the performance of the proposed algorithm150

for the MCCP problem in the application of deploying UAV151

networks, and experimental results show that the number of152

users served by deployed UAVs in the solution delivered by153

the proposed algorithm is up to 12.5% larger than those by154

existing algorithms.155

The rest of the paper is organized as follows. Section II156

introduces preliminaries and defines the problem. Section III157

proposes a 1−1/e
2h+3 -approximation algorithm for the h-hop158

independently submodular maximization problem, while159

Section IV shows the approximation ratio. Section V studies160

an application of the h-hop independently submodular maxi-161

mization problem in UAV networks. Section VI evaluates the162

performance of the proposed algorithms. Section VII reviews163

related work, and Section VIII concludes the paper.164

II. PRELIMINARIES165

A. Network Model166

We consider an undirected, connected graph G = (V, E),167

where V is the set of nodes and E is the set of edges. For168

any two nodes u and v in V , denote by l(u, v) the minimum169

number of hops (i.e., edges) in G between nodes u and v.170

Also, for any two non-empty subsets A and B of V , denote171

by l(A, B) the minimum number of hops between nodes in A172

and B, i.e., l(A, B) = minu∈A,v∈B{l(u, v)}.173

We consider a nondecreasing submodular function f :174

2V �→ Z
≥0, which meets the following three properties:175

(i) f(∅) = 0;176

(ii) Monotonicity: f(A) ≤ f(B) for any two subsets A and177

B of V with A ⊆ B; and178

(iii) Submodularity: f(A∪{v})−f(A) ≥ f(B∪{v})+f(B)179

for any two subsets A and B of V with A ⊆ B, and any180

node v ∈ V \B.181

B. Problem Definition182

A function f : 2V �→ Z
≥0 is an h-hop independently183

submodular function in a graph G = (V, E) if and only if184

(i) f is nondecreasing and submodular; and (ii) for any two185

non-empty subsets A and B of V , if the minimum number of186

hops between the nodes in A and the nodes in B is no less187

than h (i.e., l(A, B) ≥ h), then f(A) + f(B) = f(A ∪ B),188

where h ≥ 1 is a given positive integer.189

In this paper, we consider an h-hop independently sub-190

modular maximization problem, which is defined as follows.191

Given an undirected, connected graph G = (V, E), an h-hop192

independently submodular function f : 2V �→ Z
≥0, and a193

positive integer K , the problem is to find a set S of K nodes194

in V such that the value of f(S) is maximized, subject to the195

constraint that the induced subgraph G[S] by the nodes in S196

is connected.197

We assume that the values of h and K satisfy the follow-198

ing relationship: 2h + 3 ≤
√

K. The rationale behind the199

assumption is as follows. Xu et al. [35] devised a 1−1/e√
K

-200

approximation algorithm for finding a set S with K nodes201

in G such that a submodular function f(S) is maximized,202

subject to that G[S] is connected, where e is the base of the 203

natural logarithm. This implies that the algorithm also delivers 204

a 1−1/e√
K

-approximate solution to the problem considered in 205

this paper. However, the approximation ratio 1−1/e√
K

is small 206

when K is large. Under the assumption that 2h + 3 ≤
√

K, 207

we will propose an improved algorithm with an approximation 208

ratio 1−1/e
2h+3 for the problem in this paper, which is no less 209

than 1−1/e√
K

. 210

C. Quota Steiner Tree (QST) Problem 211

We define a Quota Steiner Tree (QST) problem [16]. Given 212

an undirected graph G = (V, E), a profit function p : V �→ 213

Z
≥0, a cost function c : E �→ Z

≥0, and a positive integer 214

(quota) q, the problem is to find a subtree T in G such that the 215

cost of the T , i.e.,
∑

e∈E(T ) c(e), is minimized, subject to the 216

constraint that the profit sum of nodes in T is no less than q, 217

i.e.,
∑

v∈V (T ) p(v) ≥ q. Notice that there is a 2-approximation 218

algorithm for the QST problem [12], [16], and the algorithm 219

will be part of the solution to the problem in this paper. 220

D. Special Cases of the h-Hop Independently Submodular 221

Maximization Problem 222

We here show that the problems studied in various applica- 223

tions [2], [12], [15], [16], [18], [20], [24], [39], [40], [43] in 224

fact are special cases of the h-hop independently submodular 225

maximization problem with different values of h, which are 226

summarized in Table I and the value of h(α) is defined in 227

Eq. (1). 228

h(α) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2, if 0 < α ≤ 1
2
,

3, if
1
2

< α ≤
√

2
2

,

4, if

√
2

2
< α ≤ 1.

(1) 229

To verify our claim, we here prove that both the bud- 230

geted prize collecting Steiner tree problem [12], [16] and 231

the budgeted connected dominating set problem [2], [18], 232

[24] are special cases of the h-hop independently submodular 233

maximization problem when h = 1 and h = 3, respectively. 234

The proofs of the other problems listed in Table I are similar 235

to the one in Section V, omitted. 236

We first consider the budgeted prize collecting Steiner tree 237

problem [12], [16]. Given a graph G = (V, E), a node profit 238

function f : V �→ Z
≥0, and a budget K , the problem is to 239

find a subset S of V with no more than K nodes, such that 240

the induced subgraph G[S] by S is connected and the profit 241

sum of the nodes in S, i.e.,
∑

v∈S f(v), is maximized. For 242

any two non-empty subsets A and B of V with the minimum 243

number of hops in G between any node in A and any node 244

in B being at least h = 1, i.e., A ∩ B = ∅, we have that 245

f(A ∪ B) =
∑

v∈A∪B f(v) =
∑

v∈A f(v) +
∑

v∈B f(v) = 246

f(A) + f(B). Therefore, the problem is a special case of the 247

h-hop independently submodular maximization problem when 248

h = 1. 249
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TABLE I

SPECIAL CASES OF THE h-HOP INDEPENDENTLY
SUBMODULAR MAXIMIZATION PROBLEM

We then consider the budgeted connected dominating set250

problem [2], [18], [24]. Given a graph G = (V, E) and a251

subset S of V , a node v is dominated by S if v is contained in252

S or is a neighbor of a node in S. Denote by f(S) the number253

of nodes dominated by S. Given a budget K , the problem is254

to find a subset S of V with no more than K nodes, such255

that the induced subgraph G[S] by S is connected, and the256

number f(S) of nodes dominated by S is maximized. For257

any two non-empty subsets A and B of V with the minimum258

number of hops in G between any node in A and any node in259

B being at least h = 3, i.e., l(A, B) ≥ 3, it can be seen that260

no nodes in V are dominated by both A and B at the same261

time. Otherwise, suppose that there is a node v in V such that262

v is dominated by both A and B. Then, the minimum hop263

between A and v is no more than one, and the minimum hop264

between v and B is also no more than one, i.e., l(A, v) ≤ 1 and265

l(v, B) ≤ 1. This indicates that the minimum hop between266

any node in A and any node in B is l(A, B) ≤ l(A, v) +267

l(v, B) ≤ 2, which however contradicts the assumption that268

l(A, B) ≥ 3. We conclude that no nodes are dominated by269

both A and B simultaneously. We thus know that the number270

of nodes dominated by the nodes in A ∪ B is the sum of271

the numbers of nodes dominated by the nodes in A and B,272

respectively, i.e., f(A ∪ B) = f(A) + f(B). Therefore, the273

budgeted connected dominating set problem is a special case274

of the h-hop independently submodular maximization problem275

when h = 3.276

III. APPROXIMATION ALGORITHM277

In this section, we propose a 1−1/e
2h+3 -approximation algo-278

rithm for the h-hop independently submodular maximization279

problem.280

A. Basic Idea281

The basic idea behind the proposed algorithm is that we282

assign profits to nodes in graph G in n different ways with283

n = |V |. We find a tree Ti in G with no more than K nodes 284

so that the profit sum of nodes in Ti is maximized in each 285

of the n profit assignments, by invoking the 2-approximation 286

algorithm for the QST problem, where the QST problem here 287

is to find a tree in G such that the number of nodes in the 288

tree is minimized, subject to the constraint that the profit sum 289

of nodes in the tree is at least a given quota q. The solution 290

to the problem then is the set of nodes in one of the n found 291

trees T1, T2, . . . , Tn such that the profit sum of nodes in the 292

tree is maximized. 293

B. Approximation Algorithm 294

Given an undirected, connected graph G = (V, E), an 295

h-hop independently submodular function f : 2V �→ Z
≥0, 296

and a positive integer K , let V = {v1, v2, . . . , vn}, where 297

n = |V |. We assign profits to nodes in G with n different 298

ways. 299

Denote by pi(v) the profit assigned to node v ∈ V in G in 300

the ith way with 1 ≤ i ≤ n. This profit assignment proceeds 301

as follows. 302

We start by assigning a profit f({vi}) to node vi, i.e., 303

pi(vi) = f({vi}). We then choose a node v in V \ {vi} with 304

the maximum marginal profit f({v, vi})− f({vi}) and assign 305

node v the profit pi(v) = f({v, vi})− f({vi}), where ties are 306

broken arbitrarily. The profit assignment procedure continues 307

until each node in G is assigned a profit. The detailed profit 308

assignment procedure is given in Algorithm 1. 309

Algorithm 1 Profit Assignment Procedure

Require: An undirected, connected graph G = (V, E), an h-
hop independently submodular function f : 2V �→ Z

≥0,
and a starting node vi

Ensure: the assigned profit pi(v) of each node v ∈ V in the
ith way

1: Assign profit f({vi}) to the starting node vi, i.e., pi(vi) =
f({vi});

2: Let D ← {vi}; /* the set of nodes assigned profits
already*/

3: Let U ← V \D;
4: while U = ∅ do
5: Choose a node v in U with the maximum marginal profit

f({v}∪D)−f(D), i.e., v = arg maxvj∈U{f({vj}∪D)−
f(D)};

6: Let pi(v) = f({v} ∪D)− f(D);
7: Let D ← D ∪ {v};
8: Let U ← U \ {v};
9: end while

10: return the assigned profit pi(v) of each node v in V .

Having assigned a profit pi(v) to each node v ∈ V in the 310

ith way, we find a tree Ti with no more than K nodes such 311

that the profit sum of the nodes in Ti is maximized, based on 312

the profit assignment. This problem however is NP-hard [16]. 313

Denote by qopt the optimal profit sum. 314

In the following, we find a quota Qi by binary search with 315

Qi ≤ qopt, such that there are no more than K nodes in the 316

tree delivered by the 2-approximation algorithm for the QST 317
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problem [12], [16] with quota Qi, while there are more than318

K nodes in the found tree with quota Qi + 1. We later show319

that the value of Qi is no less than 1−1/e
2h+3 · OPT for some320

staring node vi (e.g., see Eq. (2) in Section IV), where OPT321

is the optimal solution to the h-hop independently submodular322

maximization problem.323

It can be seen that the value of Qi must be in the interval324

of [f({vi}), f(V )]. Specially, let lb and ub be the lower and325

upper bounds on Qi, respectively. Initially, let lb = f({vi})326

and ub = f(V ). Let q = � lb+ub
2 �. We can find a tree Tq in327

G based on the profit assignment of the ith way so that the328

number of nodes in Tq is minimized, subject to the constraint329

that the profit sum of nodes in Tq is no less than q, by invoking330

the 2-approximation algorithm for the QST problem. Consider331

the number of nodes |V (Tq)| in tree Tq. If |V (Tq)| ≤ K ,332

this implies that q(= � lb+ub
2 �) is no more than the value Qi.333

In this case, let q become the updated lower bound on Qi,334

i.e., lb = q. Otherwise (|V (Tq)| > K), this indicates that the335

value q is larger than Qi, i.e., q > Qi. Let q become the336

updated upper bound on Qi, i.e., ub = q. The binary search337

will terminate when ub = lb + 1. Finally, the tree Ti can be338

found, by invoking the 2-approximation algorithm for the QST339

problem with a quota of lb(= ub− 1).340

The algorithm for the h-hop independently submodular341

maximization problem is presented in Algorithm 2.342

IV. ANALYSIS OF THE APPROXIMATION ALGORITHM343

Denote by L0 the set of nodes in an optimal solution to344

the problem. Then, OPT = f(L0). Also, denote by Lh−1345

the set of nodes such that the minimum number of hops in346

G between any node v in Lh−1 and any node in L0 is no347

more than h − 1, but node v is not contained in L0, i.e.,348

Lh−1 = {v | v ∈ V \ L0, l(v, L0) ≤ h − 1}, where h ≥ 1,349

and l(v, L0) is the minimum number of hops between node350

v and nodes in L0 in G. Let Lh = V \ (L0 ∪ Lh−1). It can351

be seen that the minimum number of hops between nodes in352

L0 and nodes in Lh is no less than h, i.e., l(L0, Lh) ≥ h.353

Consider a node vi with the maximum profit in the optimal354

solution L0, i.e., vi = argmaxv∈L0{f(v)}. Due to the355

submodularity of function f , we have f(L0) ≤
∑

v∈L0
f(v) ≤356

|L0| · f(vi) = K · f(vi), where K = |L0|. Then,357

f(vi) ≥
f(L0)

K
=

OPT

K
. (2)358

Recall that in the ith ‘for’ loop of Algorithm 2, we first359

assign a profit pi(vi) = f(vi) to node vi, then assign profits360

to the other nodes in G greedily. Denote by D′ the first K361

nodes in set L0 ∪Lh−1 that have been assigned profits by the362

profit assignment procedure. Let D′ = {vi, v1, v2, . . . , vK−1}363

with i ∈ {1, 2, . . . , K − 1}. Denote by pi(D′) the profit sum364

of nodes in D′, i.e., pi(D′) =
∑

v∈D′ pi(v).365

Proof roadmap: In the rest, we first show that the profit366

sum of nodes in D′ is no less than (1 − 1/e) · OPT , i.e.,367

pi(D′) ≥ (1−1/e)OPT . We then prove that there is a tree T368

in G spanning the nodes in D′, such that the number of nodes369

in T is no more than (K−1)h+1. The profit sum of nodes in370

T thus is no less than (1−1/e)OPT . We also show that tree T371

can be decomposed into no more than 2h+3 subtrees such that372

Algorithm 2 Approximation Algorithm for the h-Hop Inde-
pendently Submodular Maximization Problem

Require: An undirected, connected graph G = (V, E), an h-
hop independently submodular function f : 2V �→ Z

≥0,
and a positive integer K .

Ensure: A set S of K nodes in G such that the value of f(S)
is maximized, subject to the constraint that the induced
subgraph G[S] is connected.

1: Let S ← ∅;
2: for 1 ≤ i ≤ n do
3: Assign profits to nodes in V starting from node vi by

invoking Algorithm 1;
4: Let lb ← f({vi}) and ub← f(V ); /* lb and ub are the

lower and upper bounds on the value of Qi, respectively
*/

5: while lb + 1 < ub do
6: Let q ← � lb+ub

2 �; /* q is the quota in the QST problem
*/

7: Find a tree Tq in G with the minimum number of nodes,
subject to the constraint that the profit sum of nodes
in Tq, i.e.,

∑
v∈V (Tq) pi(v), is no less than quota q,

by invoking the 2-approximation algorithm for the QST
problem;

8: if the number of nodes in Tq is no greater than K then
9: Let lb← q; /* the quota q is no more than Qi */

10: else
11: Let ub← q; /* the quota q is larger than Qi */
12: end if
13: end while
14: Let q ← lb, where lb = ub− 1;
15: Find a tree Ti in G with the minimum number of nodes,

subject to the constraint that the profit sum of nodes in Ti

is no less than quota q, by invoking the 2-approximation
algorithm for the QST problem. Notice that the number
of nodes in Ti must be no greater than K .

16: if f(V (Ti)) > f(S) then
17: Let S ← V (Ti); /* find a better set of nodes */
18: end if
19: end for
20: return set S.

the number of nodes in each subtree is no more than K
2 . Then, 373

there must have a subtree T ′ among the 2h + 3 subtrees such 374

that the profit sum of nodes in T ′ is no less than 1
2h+3 of the 375

profit sum of nodes in T , i.e.,
∑

v∈T ′ pi(v) ≥
�

v∈T pi(v)

2h+3 ≥ 376

1−1/e
2h+3 OPT . Finally, a tree in G with no more than 2K

2 = K 377

nodes can be found such that the profit sum of nodes in the tree 378

is no less than 1−1/e
2h+3 ·OPT , by invoking the 2-approximation 379

algorithm for the QST problem in [12] and [16]. 380

We start by showing that the profit sum of nodes in D′ is 381

no less than (1 − 1/e) ·OPT . 382

Lemma 1: Consider node vi in the optimal solution L0 with 383

the maximum profit and the profit assignment procedure start- 384

ing with node vi. Let D′ be the first K nodes in set L0∪Lh−1 385

with the assigned profits. Then, pi(D′) ≥ (1 − 1/e) ·OPT . 386
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Fig. 3. The constructed tree T spanning the nodes in D′, where K = 17 and
h = 3. Notice that node vi is contained by both T ∗ and D′.

Proof: The proof is contained in Section 1 of the supple-387

mentary file. �388

A. The Existence of a Tree T With (K − 1)h + 1 Nodes That389

Spans All Nodes in D′
390

We then show that there is a tree T in G spanning the391

nodes in D′ such that the number of nodes in T is no more392

than (K − 1)h + 1, which is less than Kh in [18].393

Lemma 2: Given node vi ∈ L0 with the maximum profit394

and the profit function pi : V �→ Z
≥0, there is a tree T395

in G with no more than (K − 1)h + 1 nodes such that the396

profit sum of nodes in T , i.e.,
∑

v∈V (T ) pi(v), is no less than397

(1−1/e) ·OPT , where e is the base of the natural logarithm.398

Proof: Recall that D′ = {vi, v1, v2, . . . , vK−1} and399

pi(D′) ≥ (1 − 1/e) · OPT by Lemma 1. We construct a400

tree T in G spanning all nodes in D′ such that T contains no401

more than (K−1)h+1 nodes, based on profit function pi(·).402

Since L0 is the optimal solution, the induced subgraph403

G[L0] by the nodes in L0 is connected. Denote by T ∗ a404

spanning tree in G[L0], assuming that the cost of each edge is405

one. Notice that vi is in L0 and each node in D′ is contained406

in L0 ∪ Lh−1, where Lh−1 is the set of nodes such that the407

minimum number of hops in G between any node v in Lh−1408

and any node in L0 is no greater than h−1, but node v is not409

contained in L0. Then, it can be seen that there is a path Pk410

in G between any node vk in D′ \ {vi} and a node uk in L0411

such that the number of edges in Pk is no more than h− 1.412

A tree T can be constructed, which is the union of T ∗
413

and the K − 1 found paths, i.e., T = T ∗ ⋃
(
⋃K−1

k=1 Pk).414

Fig. 3 illustrates such a tree, where K = 17, h = 3, L0 =415

V (T ∗) = {vi, u1, u2, . . . , u16}, D′ = {vi, v1, v2, . . . , v16},416

and the number of edges in each path Pk is no more than417

h− 1 = 2.418

The number of edges in T is no more than |E(T )| =419

|E(T ∗)| +
∑K−1

k=1 |E(Pk)| ≤ K − 1 + (K − 1) · (h − 1) =420

(K − 1)h. The number of nodes in T thus is no greater than421

(K − 1)h + 1. The lemma then follows. �422

B. A Novel Tree Decomposition 423

We now show that there is a subtree T ′ in G with no more 424

than �K
2 � nodes such that the profit sum of nodes in T ′ is no 425

less than 1−1/e
2h+3 · OPT . Following Lemma 2, there is a tree 426

T in G with no more than (K − 1)h + 1 nodes such that the 427

profit sum
∑

v∈V (T ) pi(v) of the nodes in T is no less than 428

(1−1/e) ·OPT . We here propose a novel tree decomposition 429

technique that decomposes T into no more than 2h+3 subtrees 430

such that the number of nodes in each subtree is no greater than 431

�K
2 �, where 2h+ 3 < 4h for any integer h with h ≥ 2. Then, 432

there must be a subtree T ′ among the 2h + 3 subtrees such 433

that the profit sum of nodes in T ′ is no less than 1
2h+3 of the 434

profit sum of nodes in T , i.e.,
∑

v∈T ′ pi(v) ≥
�

v∈T pi(v)

2h+3 ≥ 435

1−1/e
2h+3 OPT . 436

1) Tree Decomposition Procedure: We show the tree 437

decomposition procedure when K is odd. Then, �K
2 � = K−1

2 . 438

On the other hand, �K
2 � = K

2 when K is even. The procedure 439

with the case that K is even is omitted, due to its similarity 440

with the case that K is odd. 441

Recall that tree T is the union of a spanning tree T ∗ in 442

G[L0] and K − 1 paths P1, P2, . . . , PK−1, where the number 443

of edges in Pk is no more than h − 1 with 1 ≤ k ≤ K − 1, 444

see Fig. 3. Without loss of generality, we further assume 445

that P1, P2, . . . , PK−1 are edge-disjoint. Otherwise, the paths 446

with edge-sharing can be converted to edge-disjoint paths, 447

by duplicating the shared edges. 448

Let node vi ∈ L0 be the root of tree T . Denote by Tv 449

the subtree of T rooted at node v for any node v ∈ T , and 450

denote by w(Tv) the number of edges in Tv. We decompose 451

tree T by a Depth-First Search (DFS) starting from node vi, 452

until the number of edges in the residual tree is no more than 453

K−1
2 − 1 = K−3

2 . The detailed tree decomposition procedure 454

is given as follows. 455

Assume that v is the node being visited by the DFS. If the 456

number of edges in tree Tv is no more than K−3
2 − 1, i.e., 457

w(Tv) ≤ K−3
2 −1, nothing is done and the tree decomposition 458

procedure continues; otherwise (w(Tv) ≥ K−3
2 as w(Tv) is an 459

integer), a tree will be decomposed from T as follows. We later 460

show that node v must be contained in tree T ∗ by Lemma 3 461

in Section IV-B.2, where T ∗ is a spanning tree in G[L0] by 462

the optimal solution L0. 463

Assume that node Tv has nv children v′1, v
′
2, . . . , v

′
nv

. 464

Denote by tree T ′
l the union of edge (v, v′l) and subtree Tv′

l
465

rooted at a child v′l, i.e., T ′
l = (v, v′l)∪Tv′

l
, where 1 ≤ l ≤ nv. 466

Following the work in [31], the nv subtrees T ′
1, T

′
2, . . . , T

′
nv

467

can be partitioned into, say n′(≥ 2), groups g1, g2, . . . , gn′ 468

such that the number of edges of subtrees in each group is no 469

more than K−3
2 (i.e.,

∑
T ′

l ∈gj
w(T ′

l ) ≤ K−3
2 for each j with 470

1 ≤ j ≤ n′), while the number of edges in the subtrees of any 471

two groups is larger than K−3
2 (i.e.,

∑
T ′

l ∈gj∪gj′
w(T ′

l ) > K−3
2 472

for each pair of j and j′ with 1 ≤ j, j′ ≤ n′ and j = j′). For 473

example, Fig. 4(a) shows that tree Tu3 rooted at u3 consists 474

of four subtrees, and these four subtrees are partitioned into 475

n′ = 2 groups, where K = 17 and K−3
2 = 7. Also, it can be 476

seen that the numbers of edges in the subtrees of groups g1 and 477

g2 are 6 and 3, respectively. Then, w(g1) = 6 ≤ K−3
2 = 7 478
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and w(g2) = 3 ≤ K−3
2 = 7, while w(g1) + w(g2) = 6 + 3 =479

9 > K−3
2 = 7.480

For each group gj with 1 ≤ j ≤ n′, denote by n∗
j the481

number of edges in gj ∩ T ∗, where T ∗ is a spanning tree in482

graph G[L0]. For example, consider two groups g1 and g2 in483

Fig. 4(a). It can be seen that n∗
1 = 3 and n∗

2 = 0.484

A tree T ′′
j is decomposed from T by distinguishing into485

two cases. Case (i): the number of edges in the subtrees of a486

group gj is no less than K−3
2 − n∗

j − (h− 2), i.e.,487

w(gj) =
∑

T ′
l ∈gj

w(T ′
l ) ≥

K − 3
2
− n∗

j − (h− 2). (3)488

A tree T ′′
j in Case (i) is constructed, which is the union of489

the subtrees in group gj , as each subtree in gj contains the490

root v of Tv. Finally, the edges in T ′′
j are removed from T .491

For example, Fig. 4(a) shows that the number of edges in the492

subtrees of group g1 is w(g1) = 3 + 3 = 6 > K−3
2 − n∗

1 −493

(h− 2) = 17−3
2 − 3− (3− 2) = 3. Tree T ′′

j thus is the union494

of the subtrees in group g1, see Fig. 4(a).495

Case (ii): the number of edges in all subtrees of each group496

gj is no more than K−3
2 −n∗

j − (h− 2), i.e., w(gj) < K−3
2 −497

n∗
j−(h−2) for each j with 1 ≤ j ≤ n′. For example, consider498

node u5 in Fig. 4(b), where the number of edges in the subtrees499

of group g1 (or g2) is 4, while the value of K−3
2 −n∗

j−(h−2) is500

17−3
2 −1−(3−2) = 5. The n′ groups g1, g2, . . . , gn′ are sorted501

in non-increasing order of the numbers of their edges in T ∗.502

Without loss of generality, assume that n∗
1 ≥ n∗

2 ≥ · · · ≥ n∗
n′ ,503

where n∗
j = |E(gj ∩ T ∗)| with 1 ≤ j ≤ n′. Notice that node504

v is contained in each subtree gj ∩ T ∗ with 1 ≤ j ≤ n′, as v505

is contained in each subtree of gj and v is in T ∗.506

A tree T ′′
j in Case (ii) is constructed from T as follows.507

First, let T ′′
j be the union of the subtrees in group g1. Then,508

we duplicate the edges in g2 ∩ T ∗ and add the edges to T ′′
j .509

Notice that T ′′
j is connected after adding the edges in g2∩T ∗,510

since node v is contained in both g1∩T ∗ and g2∩T ∗. Finally,511

recall that for each node vk in D′ \ {vi}, there is a path Pk512

between vk and a node uk in T ∗ such that the number of edges513

in Pk is no more than h − 1. We continue adding a path Pk514

of a node vk in (D′ \ {vi})∩ g2 to T ′′
j as long as the number515

of edges in T ′′
j is no more than K−3

2 . For example, Fig. 4(b)516

illustrates such a tree, where the edge in g2 ∩ T ∗ is (u5, u6),517

and path P5 consisting of only edge (v5, u6) is added to T ′′
j .518

Having constructed tree T ′′
j , the edges in T ′′

j except the519

edges in g2 ∩ T ∗ are removed from T , see Fig. 4(c) for the520

residual tree of T after the tree decomposition in Case (ii).521

Denote by T the set of the decomposed subtrees from T522

by the tree decomposition procedure. For example, Fig. 4(d)523

shows that seven subtrees are obtained through the tree decom-524

position of tree T . It can be seen that the number of edges525

of each tree in T is no more than K−3
2 . Then, the number of526

nodes of each tree is no greater than K−3
2 + 1 = K−1

2 ≤ K
2 .527

2) Property of a Node v With w(Tv) ≥ K−3
2 in Tree T :528

Lemma 3: Consider a node v in the tree decomposition529

of T . If the number of edges in the subtree Tv rooted at v530

is no less than K−3
2 , i.e., w(Tv) ≥ K−3

2 , then v must be531

contained in tree T ∗, where T ∗ is a spanning tree in G[L0].532

Proof: The proof is contained in Section 2 of the supple- 533

mentary file. � 534

3) Bound the Number of Decomposed Subtrees in T : 535

Lemma 4: Assume that
√

K ≥ 2h+3. Then, the tree T in G 536

with no more than (K−1)h+1 nodes can be decomposed into 537

no more than 2h + 3 subtrees, such that the number of nodes 538

in each subtree is no more than K
2 . Then, there is a subtree T ′

539

among the 2h + 3 subtrees with no more than K
2 nodes such 540

that the profit sum of nodes in T ′ is no less than 1−1/e
2h+3 ·OPT , 541

i.e., |V (T ′)| ≤ K
2 and

∑
v∈T ′ pi(v) ≥ 1−1/e

2h+3 ·OPT . 542

Proof: It can be seen that the number of nodes of each 543

subtree in T is no greater than K
2 . We show that the number 544

of subtrees in T is no more than 2h + 3. Recall that, before 545

splitting any subtree off from tree T , T consists of a spanning 546

tree T ∗ in G[L0] and K − 1 paths P1, P2, . . . , PK−1, see 547

Fig. 3(a). It can be seen that the numbers of edges in T ∗
548

and T are K − 1 and (K − 1)h, respectively, by Lemma 2. 549

Let T = {T ′′
1 , T ′′

2 , . . . , T ′′
x , T ′′

x+1} be the set of decomposed 550

subtrees of T by the tree decomposition procedure, where the 551

number of subtrees in T is x+1 and x is a nonnegative integer. 552

Following the tree composition procedure, some edges 553

of T ∗ will be removed when decomposing each subtree T ′′
j 554

from T , where 1 ≤ j ≤ x + 1. The set of the removed 555

edges can be represented as (E(T ′′
j ) ∩ E(T ∗)) \ E(T ∗). Let 556

n∗
j = |((E(T ′′

j ) ∩ E(T ∗)) \ E(T ∗)|. It can be seen that 557∑x+1
j=1 n∗

j ≤ K−1, as any edge in T ∗ will not be contained in 558

other subtrees once it has been removed from T . Especially, 559

we have 560

x∑
j=1

n∗
j ≤

x+1∑
j=1

n∗
j ≤ K − 1, (4) 561

where T ′′
x+1 is the last decomposed subtree. 562

We show that the number of removed edges from 563

T after decomposing each subtree T ′′
j is no less than 564

K−3
2 − n∗

j − (h− 2), i.e., 565

w(T ′′
j \ T ) ≥ K − 3

2
− n∗

j − (h− 2). (5) 566

Assume that a node v in T is being visited by the DFS in the 567

tree decomposition procedure when T ′′
j is decomposed. Then, 568

T ′′
j is a subtree of Tv. Subtree T ′′

j may be obtained in either 569

Case (i) or Case (ii) of the tree decomposition procedure, see 570

Fig. 4. For Case (i) (see Fig. 4(a)), we have 571

w(T ′′
j \ T )=w(T ′′

j )≥K − 3
2
− n∗

j − (h− 2), by Ineq. (3). 572

(6) 573

On the other hand, assume that T ′′
j is obtained by Case (ii) 574

in the tree decomposition procedure. It can be seen that the 575

number of edges in T ′′
j is at least K−3

2 − (h− 2), i.e., 576

w(T ′′
j ) ≥ K − 3

2
− (h− 2). (7) 577

Otherwise (w(T ′′
j ) < K−3

2 − (h − 2)), we have w(T ′′
j ) ≤ 578

K−3
2 − (h−2)−1 = K−3

2 − (h−1). We then can add another 579

path Pk′ of a node vk′ in (D′\{vi})∩g2, such that the number 580

of edges in T ′′
j is at most K−3

2 − (h− 1) + |E(Pk′ )| ≤ K−3
2 , 581
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Fig. 4. The execution illustrations of the tree decomposition procedure.

as the number of edges in Pk′ is no more than h − 1. This582

however contradicts the construction of tree T ′′
j .583

It can be seen that the set of edges removed from T after584

decomposing subtree T ′′
j by Case (ii) is E(T ′′

j ) \E(g2 ∩ T ∗),585

since the edges in E(g2 ∩ T ∗) are not removed from T in the586

tree decomposition, see Fig. 4(b) and Fig. 4(c). We then have587

w(T ′′
j \ T )= w(T ′′

j )− |E(g2 ∩ T ∗)|588

≥ K − 3
2
− (h− 2)−|E(g2 ∩ T ∗)|, by Ineq. (7)589

=
K − 3

2
− n∗

2 − (h− 2), as n∗
2 = |E(g2 ∩ T ∗)|590

≥ K − 3
2
− n∗

1 − (h− 2), as n∗
1 ≥ n∗

2. (8)591

Combining Ineq. (6) and Ineq. (8), Ineq. (5) holds.592

Since there are (K − 1)h edges in tree T initially, the593

number of edges removed from T after decomposing the first594

x subtrees is no greater than (K − 1)h. We thus have595

(K − 1)h≥
x∑

j=1

w(T ′′
j \ T )596

=
x∑

j=1

(
K − 3

2
− n∗

j − (h− 2)), by Ineq. (5) 597

= (
K − 1

2
− (h− 1)) · x−

x∑
j=1

n∗
j 598

≥ (
K − 1

2
− (h− 1)) · x− (K − 1), by Ineq. (4). 599

(9) 600

Then, 601

2(h + 1) ≥ (1− 2(h− 1)
K − 1

) · x 602

≥ (1− 2(h− 1)
(2h + 3)2 − 1

) · x, 603

by the assumption that
√

K ≥ 2h + 3. (10) 604

By re-arranging Ineq. (10), we have 605

x ≤ 2h + 3− 5h + 7
2h2 + 5h + 5

. (11) 606
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Since x is an integer, we have607

x ≤ 2h + 2. (12)608

Then, the number of subtrees in T is x + 1 ≤ 2h + 3. For609

example, Fig. 4(d) shows that seven subtrees are obtained after610

the tree decomposition of tree T , |T | = 7 ≤ 2h + 3 = 9, and611

the number of edges of each subtree is no more than K−3
2 = 7.612

The lemma then follows. �613

C. Analysis of the Approximation Ratio614

Lemma 5: Given node vi ∈ L0 with the maximum profit,615

assign profits to nodes in G with profit function pi : V �→ Z
≥0.616

Then, the 2-approximation algorithm for the QST problem in617

[12] and [16] can find a tree in G with no more than K nodes618

such that the profit sum of nodes in the tree is no less than a619

quota q if q ≤ � 1−1/e
2h+3 ·OPT �. Equivalently, if the algorithm620

in [12] and [16] delivers a tree with more than K nodes, then621

the quota q is larger than � 1−1/e
2h+3 ·OPT �.622

Proof: Following Lemma 4, there is a tree T ′ in G with623

no more than K
2 nodes such that the profit sum of nodes in624

T ′ is no less than � 1−1/e
2h+3 · OPT �, as the profit sum is an625

integer. Therefore, tree T ′ is a feasible solution to the QST626

problem when the quota q ≤ � 1−1/e
2h+3 ·OPT �. Then, the optimal627

solution to the QST problem with a quota q contains no more628

than K
2 nodes. We thus conclude that the tree delivered by the629

2-approximation algorithm for the QST problem [12], [16]630

contains no more than 2 · K
2 = K nodes. The lemma then631

follows. �632

We finally analyze the approximation ratio of the proposed633

approximation algorithm by the following theorem.634

Theorem 1: Given an undirected, connected graph G =635

(V, E), an h-hop independently submodular function f :636

2V �→ Z
≥0, and a positive integer K with K ≤ |V |,637

Then, there is an approximation algorithm, Algorithm 2, for638

the h-hop independently submodular maximization problem,639

which delivers a 1−1/e
2h+3 -approximate solution, where h is a640

given positive integer with h ≥ 2, and e is the base of641

the natural logarithm. In addition, the time complexity of642

the algorithm is O(n3Tc(f(V )) + n4 log n log f(V )), where643

n = |V |, Tc(f(V )) is the time for computing the value644

of f(V ).645

Proof: Consider node vi ∈ L0 in the optimal solution646

with the maximum profit, and a profit function pi : V �→ Z
≥0.647

It can be seen that ub = lb+1 when Algorithm 2 terminates,648

where ub and lb are the upper and lower bounds on the value649

of � 1−1/e
2h+3 · OPT �. Also, the algorithm in [12] and [16]for650

the QST problem delivers a tree with no more than K nodes651

when the quota q = lb, while it delivers a tree more than K652

nodes when the quota q = ub. Then, ub > � 1−1/e
2h+3 ·OPT � by653

Lemma 5. We thus have ub ≥ � 1−1/e
2h+3 ·OPT �+1, due to that654

the value of ub is an integer. Therefore, lb ≥ � 1−1/e
2h+3 ·OPT � ≥655

1−1/e
2h+3 · OPT . That is, the tree delivered by the algorithm656

for the QST problem with quota q = lb(≥ 1−1/e
2h+3 · OPT ) in657

[12] and [16] contains no more than K nodes. Therefore, the658

approximation ratio of Algorithm 2 is 1−1/e
2h+3 .659

The time complexity analysis of Algorithm 2 is contained 660

in Section 3 of the supplementary file. � 661

V. APPLICATION OF THE h-HOP INDEPENDENTLY 662

SUBMODULAR MAXIMIZATION PROBLEM 663

IN UAV NETWORKS 664

In this section, we show that the proposed algorithm for 665

the h-hop independently submodular maximization problem 666

is applicable to solve optimization problems by providing 667

improved solutions to these problems. Particularly, we study its 668

application for the MCCP problem, and show that the proposed 669

algorithm delivers an improved 1−1/e
11 -approximate solution to 670

the problem. 671

We first briefly describe the application scenario of the 672

MCCP problem [43]. Assume that there are m ground users 673

to be served in a disaster area. Denote by L and W the length 674

and width of the area, respectively. We need to deploy a given 675

number of K UAVs to serve the m users. 676

Assume that the K UAVs hover at the same altitude Huav , 677

which is the optimal altitude for the maximum coverage from 678

the sky [1], [43], e.g., Huav = 300 m. Denote by R the 679

communication range between any two UAVs at altitude Huav . 680

Also, denote by r′ the communication range between a ground 681

user and a UAV at altitude Huav . Notice that r′ is no greater 682

than R [15]. Let r =
√

r′2 −H2
uav . Assume that a UAV hov- 683

ers at a location with its coordinate (xi, yi, Huav). Then, it can 684

be seen that the coverage of the UAV is a disk that centers 685

at location (xi, yi, 0) with radius r, i.e., the set of points with 686

coordinates (x, y, 0) such that (x − xi)2 + (y − yi)2 ≤ r2. 687

Thus, the users in the disk can communicate with the UAV 688

directly. Let α = r
R . Then, 0 < α ≤ 1, as r ≤ r′ ≤ R. 689

The set V of potential UAV hovering locations are con- 690

structed as follows. The plane at altitude Huav is divided 691

into equal size squares with a given side length δ, where 692

0 < δ ≤ R, and R is the communication range of UAVs, 693

assuming that R is divisible by δ, e.g., δ = R
2 . Also, assume 694

that both the length L and width W of the disaster area are 695

divisible by δ. Thus, the plane is divided into n = L
δ ×

W
δ 696

grids. Denote by v1, v2, . . . , vn the center locations of the n 697

grids. The set of the potential UAV placement locations is 698

V = {v1, v2, . . . , vn}. 699

Denote by d(vi, vj) the Euclidean distance between two 700

locations vi and vj in V . A graph G = (V, E) then is 701

constructed, where there is an edge (vi, vj) in E between 702

two locations vi and vj in V if their Euclidean distance 703

d(vi, vj) is no greater than the communication range R, i.e., 704

E = {(vi, vj) | vi, vj ∈ V, i = j, d(vi, vj) ≤ R}. Given K 705

UAVs, recall that the maximum connected coverage problem 706

in G is to find a set S of K hovering locations in G for 707

placing the K UAVs such that the number of ground users 708

served by the K placed UAVs is maximized, subject to the 709

constraint that the induced subgraph G[S] by the nodes in S 710

is connected. 711

Yu et al. [39], [40] recently proposed a 1−1/e

8(� 4√
3
α�+1)2

- 712

approximation algorithm for the problem, where α = r
R . It can 713

be seen that the approximation ratio is between 1−1/e
128 and 714

1−1/e
32 , as 0 < α ≤ 1. 715
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We show that the proposed algorithm in Section III for the716

h-hop independently submodular maximization problem can717

deliver a 1−1/e
2h(α)+3 -approximate solution to the maximum con-718

nected coverage problem, where the value h(α) is determined719

by the value of α and α = r
R , see Eq. (1) in Section II-D.720

For a subset S of V , denote by f(S) the number of users721

served by the UAVs placed at locations in S. We show that722

function f(S) is h(α)-hop independently submodular by the723

following lemma.724

Lemma 6: Function f is h(α)-hop independently submod-725

ular, where the value of h(α) is defined in Eq. (1), and α is726

a given constant with 0 < α ≤ 1.727

Proof: The proof is contained in Section 4 of the728

supplementary file. �729

VI. PERFORMANCE EVALUATION730

In this section, we evaluate the performance of the proposed731

algorithm through experimental simulations. We also study the732

impact of important parameters on the algorithm performance,733

including the number m of to-be-served users, the number K734

of UAVs, the communication range R between two UAVs, and735

the communication range r of a ground user.736

A. Experimental Environment Settings737

We consider an application of the problem for deploying a738

connected UAV network to serve ground users in a disaster739

area. Consider a disaster area of 3 × 3 km2 square [43],740

in which 500 to 3,000 users are located, where the human741

density follows the fat-tailed distribution, i.e., many people742

are located at a small portion of places while a few people743

are located at other places [28]. The number of deployed744

UAVs K varies from 10 to 50. Then, the approximation ratio745

of the proposed algorithm is 1−1/e
11 , where e is the base of746

the natural logarithm. We assume that each UAV hovers at747

altitude Huav = 300 m [1]. The communication range R748

between any two UAVs is 600 m, while the communication749

range r′ between a user and a UAV is 500 m [43]. Then, r =750 √
r′2 −H2

uav = 400 m, α = r
R = 400

600 = 2
3 <

√
2

2 . Following751

Eq. (1) in Section II-D, h(α) = 3. Therefore, the maximum752

connected coverage problem for deploying a UAV network is753

an h(α)-hop independently submodular maximization problem754

by Lemma 6 in Section V, and the proposed algorithm now755

delivers a 1−1/e
2h(α)+3 (= 1−1/e

9 ) approximate solution.756

To evaluate the performance of the proposed algorithm757

ApproAlg for the maximum connected coverage problem,758

we adopt the following three benchmarks. (i) Algorithm759

MotionCtrl [43] finds a distributed motion control solution760

for deploying K UAVs to cover as many as users while main-761

taining the connectivity of the UAVs. (ii) Algorithm MCS [35]762

delivers a 1−1/e√
K

-approximate solution to the problem of763

deploying K UAVs in a disaster area, such that a submodular764

function of the deployed UAVs is maximized, subject to the765

connectivity constraint that the subnetwork induced by the766

K UAVs is connected. (iii) Algorithm GreedyLabel [18]767

first assigns profits for deploying a UAV at different hovering768

locations in a greedy way, followed by identifying a connected769

Fig. 5. The performance of different algorithms by varying the number m
of to-be-served users from 500 to 3,000, when there are K = 30 UAVs.

subgraph with no more than K nodes such that the profit sum 770

of nodes in the subgraph is maximized. All experiments were 771

performed on a server with an Intel(R) Core(TM) i9-9900K 772

CPU (3.6 GHz) and 32 GB RAM. 773

B. Algorithm Performance 774

We first study the algorithm performance by varying the 775

number m of users from 500 to 3,000, when there are 776

K(= 30) UAVs. Fig. 5(a) shows that the number of users 777

served by algorithm ApproAlg is about from 8.5% to 12.5% 778

higher than those by algorithms MotionCtrl, MCS, and 779

GreedyLabel. For example, the numbers of users served 780

by the four algorithms ApproAlg, MotionCtrl, MCS, and 781

GreedyLabel are 2,600, 1,670, 2,395, and 1,800, respec- 782

tively when there are 3,000 users in the disaster area. Fig. 5 783

demonstrates that more users are served by each of the four 784

algorithms, with the increase on the number m of users. 785

On the other hand, Fig. 5(b) plots the running times of the 786

mentioned four algorithms, from which it can be seen that the 787

running time of algorithm ApproAlg is about five seconds, 788

much longer than those of other three algorithms. It must be 789

mentioned such a short delay about a few seconds by algorithm 790

ApproAlg is acceptable in a real UAV network, as up to 791
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Fig. 6. The performance of different algorithms by increasing the number
K of UAVs from 10 to 50, when there are m = 3, 000 to-be-served users.

12.5% more users are served in the solution delivered by the792

algorithm. In the following, we do not compare the running793

times of the four mentioned algorithms, since their algorithm794

performance curves are similar to the one in Fig. 5(b) and795

the running time of algorithm ApproAlg is no greater than796

15 seconds in the following groups of experiments.797

We conduct an extra group of ablation experiment. Notice798

that there are two major differences between the proposed799

algorithm ApproAlg and algorithm GreedyLabel in [18].800

The first one is that, unlike the algorithm in [18] that assigns801

profits to nodes in one way only, we assign profits to nodes802

in multiple ways. We use GreedyLabel+multiAssign803

to represent the algorithm that combines the algorithm in [18]804

and the multiple ways of node profit assignments in this paper.805

The second difference is that we propose a new tree decompo-806

sition technique. We use GreedyLabel+newTreeDecomp807

to represent the algorithm that combines the algorithm in [18]808

and the new tree decomposition technique in this paper.809

Fig. 5(a) shows that the number of users served by algorithm810

GreedyLabel+newTreeDecomp is much larger than that811

by algorithm GreedyLabel+multiAssign, which indi-812

cates that the performance improvement of the proposed813

algorithm ApproAlg is mainly contributed by the proposed814

new tree decomposition technique. On the other hand, the815

running time of the proposed algorithm ApproAlg is mainly816

prolonged by the multiple ways of node profit assignments,817

see Fig. 5(b).818

We then investigate the performance of different algorithms819

by increasing the number K of UAVs from 10 to 50, when820

there are m = 3, 000 users. Fig. 6 plots that the number of821

users served by each algorithm increases with more UAVs.822

In addition, the deployed UAVs by algorithm ApproAlg823

serve 97% (≈ 2,915
3,000 ) of users when there are K = 40 UAVs,824

while the deployed UAVs by the other three algorithms serve825

no more than 88% (≈ 2,633
3,000 ) of users.826

We also study the performance of different algorithms827

by varying the communication range R between two UAVs828

from 500 m to 1, 000 m while fixing the communication829

range r′ of a user at 500 m, when m = 3, 000, K = 30.830

Recall that r =
√

r′2 −H2
uav and α = r

R , where Huav =831

300 m. It can be seen that the value of α decreases from832

Fig. 7. The performance of different algorithms by varying the commu-
nication range R between two UAVs from 500 m to 1,000 m while fixing
r′ = 500 m, when m = 3, 000 users and K = 30 UAVs.

0.8 to 0.4 when R grows from 500 m to 1,000 m. Then, 833

following Eq. (1), the value of h(α) decreases from 4 to 2. 834

Fig. 7 illustrates that the number of users served by each 835

of the four algorithms ApproAlg, MotionCtrl, MCS, and 836

GreedyLabel increases with the growth of the communi- 837

cation range R between two UAVs. The rationale behind the 838

phenomenon is that less numbers of relaying UAVs are needed 839

when the communication range R is larger, and more UAVs 840

thus can be used to serve the users. Fig. 7 also plots the 841

difference between the numbers of users served by algorithms 842

ApproAlg, MotionCtrl, MCS, and GreedyLabel. For 843

example, the number of users served by algorithm ApproAlg 844

is about 20% larger than the one by algorithm MCS when the 845

communication range R between two UAVs is 500 m, while 846

the number by algorithm ApproAlg is only about 2.2% larger 847

than the one by algorithm MCS when R = 1, 000 m. 848

We finally evaluate the performance of different algorithms 849

by varying the communication range r′ between a user and a 850

UAV from 400 m to 600 m while fixing the communication 851

range R between two UAVs at 600 m, when m = 3, 000 users 852

and K = 30 UAVs. Recall that r =
√

r′2 −H2
uav and α = r

R , 853

where Huav = 300 m. It can be seen that the value of α 854

increases from 0.44 to 0.87 when r′ grows from 400 m to 855

600 m. Then, following Eq. (1) in Section II-D, the value of 856

h(α) increases from 2 to 4. Fig. 8 shows that the number 857

of users served by each of the four algorithms ApproAlg, 858

MotionCtrl, MCS, and GreedyLabel increases with the 859

growth of the communication range r′ between a UAV and 860

a user, since more users will be served by deployed UAVs. 861

In addition, Fig. 8 indicates that the number of users served 862

by algorithm ApproAlg is about 8% larger than those by the 863

other three algorithms. 864

VII. RELATED WORK 865

The use of UAVs as aerial base stations (BS) recently 866

has gained lots of attentions in public communications. For 867

example, Zhao et al. [43] presented a motion control algorithm 868

for deploying a given number K of UAVs to cover as many 869
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Fig. 8. The performance of different algorithms by varying the communi-
cation range r′ of a user from 400 m to 600 m while fixing R = 600 m,
when m = 3, 000 users and K = 30 UAVs.

as users while maintaining the connectivity among UAVs.870

Liu et al. [23] considered the similar problem and pro-871

posed a deep reinforcement learning (DRL) based algorithm.872

Yang et al. [38] investigated the problem of scheduling the873

movement of multiple UAVs to fairly provide communication874

services to mobile ground users for a given period, by using875

the DRL method, too. Shi et al. [27] studied the problem of876

planning the flying trajectories of multiple UAVs for a period877

such that the average UAV-to-user pathloss in the network is878

minimized, assuming that a user can be served by only a single879

UAV during the period. They decoupled the problem into880

multiple subproblems, and solved the subproblems separately.881

There are several studies on the special cases of the h-hop882

independently submodular maximization problem, subject to883

the connectivity constraint that the induced subgraph of G884

by a subset of nodes in V is connected. For example,885

Khuller et al. [17], [18] devised a 1−1/e
12 -approximation algo-886

rithm for the budgeted connected dominating set (BCDS)887

problem, which is to find a set S of K nodes in a graph888

G such that the number of nodes dominated by the nodes889

in S is maximized, subject to the constraint that the induced890

subgraph G[S] is connected. Notice that the objective function891

of the BCDS problem is 3-hop independently submodular with892

h = 3. Lamprou et al. [21] recently proposed an improved893

algorithm. They adopted the similar profit assignment proce-894

dure and tree decomposition technique as those in [17] and895

[18], and obtained an improved solution by decomposing a896

tree with a different size. They improved the approximation897

ratio from 1−1/e
12 (≈ 0.05267) to 1−e− 7

8

11 (≈ 0.05301), which898

is still much smaller than the approximation ratio 1−1/e
2h+3899

(= 1−1/e
9 ≈ 0.0702) of the proposed algorithm in this paper900

when h = 3. Huang et al. [15] proposed a 1−1/e

8(�2√2α�+1)2
-901

approximation algorithm for the maximum connected coverage902

problem with h = 4. where α = r
R , r and R are the sensing903

range and communication range of a sensor respectively, and904

0 < r ≤ R. It can be seen that 1−1/e
128 ≤ 1−1/e

8(�2√2α�+1)2
≤905

1−1/e
32 , as 0 < α ≤ 1. Yu et al. [39], [40] recently improved906

the approximation ratio to 1−1/e

8(� 4√
3
α�+1)2

, where 1−1/e
128 ≤ 907

1−1/e

8(� 4√
3
α�+1)2

≤ 1−1/e
32 . It can be seen that both approximation 908

ratios in [15], [39], and [40] are no greater than 1−1/e
32 . 909

There are other investigations on maximizing the values of 910

other submodular functions, not h-hop independently submod- 911

ular functions, subject to connectivity constraints. For exam- 912

ple, Kuo et al. [20] considered the problem of deploying K 913

wireless routers in a wireless network such that a submodular 914

function of the deployed K routers is maximized, subject to 915

the constraint that the subnetwork induced by the K routers is 916

connected, for which they proposed a 1−1/e

5(
√

K+1)
-approximation 917

algorithm, where e is the base of the natural logarithm. 918

There are flourishing studies on maximizing the value 919

of a submodular function without connectivity constraints. 920

For monotone submodular functions, Nemhauser et al. [26] 921

considered a problem of choosing K elements from a set 922

such that a submodular function of the chosen K elements is 923

maximized. They devised a (1−1/e)-approximation algorithm 924

for the problem and showed that the result is tight. They also 925

extended their result to the submodular function maximiza- 926

tion problem under the constraint of the intersection of M 927

matroids, and proposed a 1
M+1 -approximation algorithm [11], 928

and this approximation ratio later is further improved to 1
M+ε 929

by Lee et al. [22] when M ≥ 2, where � is a given constant 930

with 0 < � ≤ 1. Calinescu et al. [7] and Filmus et al. [10] 931

proposed a randomized (1 − 1/e)-approximation algorithm 932

for maximizing a submodular problem under a matroid con- 933

straint, respectively, while Buchbinder devised a deterministic 934

(1/2 + �)-approximation algorithm [4], [5]. Sviridenko [29] 935

proposed a (1−1/e)-approximation algorithm for maximizing 936

a submodular function subject to a linear constraint, while 937

Kulik et al. [19] extended to the solution to multiple linear 938

constraints by giving a (1−1/e−�)-approximation algorithm. 939

A. Technical Novelties 940

We are motivated by the study in [18]. There are two 941

essentially technical differences between our work and the 942

work in [18]. The first one is that, unlike the algorithm in [18] 943

that assigns profits to nodes in one way only, we assign profits 944

to nodes in multiple ways. We show that there is a tree T 945

in G with the profit sum of nodes in T being no less than 946

(1− 1/e)OPT among one of the multiple profit assignments, 947

and the number of edges in T is no greater than (K − 1)h, 948

which is less than the number (Kh− 1) in [18] when h ≥ 2. 949

The second one is that the traditional tree decomposition 950

technique adopted in [18] decomposes a tree T with (K−1)h 951

edges into 4h subtrees so that the number of nodes in each 952

subtree is no more than K
2 . We here propose a novel tree 953

decomposition technique that decomposes a tree T with (K− 954

1)h edges into 2h+3 subtrees, such that the number of nodes 955

in each subtree is no more than K
2 , by exploring important 956

structure properties of the tree T . Note that 2h+3 < 4h for any 957

integer h if h ≥ 2. By utilizing the proposed tree decomposi- 958

tion technique, we devise a novel approximation algorithm for 959

the h-hop independently submodular maximization problem, 960

and its approximation ratio is 1−1/e
2h+3 when h ≥ 2. 961
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VIII. CONCLUSION962

In this paper, we studied the novel h-hop independently963

submodular maximization problem, which generalizes many964

optimization problems arisen in different domains, such as the965

MCCP problem of deploying a connected UAV network to966

serve as many users as possible. We then devised a 1−1/e
2h+3 -967

approximation algorithm for the problem, where e is the base968

of the natural logarithm. The proposed algorithm has many969

potential applications, and one direct corollary from this result970

is a 1−1/e
11 -approximate solution to the MCCP problem when971

h = 4, which significantly improves its currently best 1−1/e
32 -972

approximate solution [40].973
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