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Abstract—In this paper, we study the deployment of $K$ heterogeneous UAVs to monitor Points of Interest (PoIs) in a disaster zone, where a PoI may represent a school building, an office building, or a shopping mall where people might be trapped in. A UAV can take images/videos of PoIs and send its collected information back to a nearby rescue station for decision-making. Unlike most existing studies that focused on only homogeneous UAVs, we here study the scheduling of $K$ heterogeneous UAVs, where different UAVs have different energy capacities and functionalities that lead to different monitoring qualities (monitoring rewards) of each PoI. For example, one type of UAVs can take only visual images while the other type of UAVs can take both visual and thermal infrared images. In this paper, we investigate a problem of scheduling $K$ heterogeneous UAVs to monitor PoIs so that the sum of monitoring rewards received by all UAVs is maximized, subject to energy capacity on each UAV. We propose the very first $\frac{1}{3}$-approximation algorithm for this scheduling problem. We also evaluate the performance of the proposed algorithm, using real parameters of commercial UAVs. Experimental results show that the performance of the proposed algorithm is promising, which is improved by 25%, compared with existing algorithms.

Index Terms—Disaster area monitoring, multiple UAV scheduling, orienteering problem, heterogeneous UAVs, approximation algorithm.

I. INTRODUCTION

WHEN disasters such as earthquakes, floods or forest fires occur, it is very important to immediately search and rescue survivals, especially within the first golden 72 hours [1], [2]. However, transportation and communication infrastructures in a disaster zone may have been seriously damaged or destroyed. This brings great difficulties to rescue activities. In addition, it may be very dangerous for rescue teams to search survivals in the disaster area.

Due to high flexibility, low cost, and ease of deployment, Unmanned Aerial Vehicles (UAVs) have become a key enabling technology that has received significant attentions. It has been widely applied in natural disaster rescuing, goods delivery, crop health assessment, and so on [3]. Especially, UAVs, e.g., DJI Phantom 4 RTK UAVs [4], become promising tools to obtain valuable information for Points of Interest (PoIs) in a disaster area [5], [6], [7], [8], [9], [10], [11], [12], [13]. A PoI may represent a school building, an office building, or a shopping mall where people might be trapped in. Most commercial UAVs can fly to a nearby location of a PoI, take images and videos of the PoI, and send images and/or videos back to a nearby rescue station for human decision-making. For example, Fig. 1 illustrates that two UAVs are deployed to monitor PoIs in a disaster area.

The scheduling of UAVs to monitor PoIs in disaster areas has attracted many attentions. Since the maximum flying time of a fully-charged UAV is usually very limited, e.g., from 20 minutes to one hour. Some studies focused on the scheduling of a single energy-constrained UAV to maximize the number of PoIs monitored [14], [15], [16], [17], [18]. On the other hand, to monitor a large-scale disaster area, it is necessary to dispatch multiple, instead of only a single UAV. There are several recent studies on the scheduling of multiple energy-constrained, homogeneous UAVs [19], [20], [21], [22], [23]. In contrast of these existing studies that focused on only homogeneous UAVs [19], [20], [21], [22], [23], in reality, it is very likely that different types of UAVs (or heterogeneous UAVs) are deployed to monitor PoIs in a disaster area. Since different types of UAVs have different monitoring capabilities, their purchasing costs are different. For example, a DJI Phantom 4 RTK UAV is equipped with only a visual camera to monitor PoIs and its maximum flying time is around 30 minutes, while its purchasing cost is about 5,000 US
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In this paper, we consider the scheduling of a fleet of \( K \geq 2 \) heterogeneous UAVs to monitor PoIs in a disaster area, see Fig. 1. Not only have the \( K \) UAVs different energy capacities on their batteries, but also the flying energy consumptions per unit distance of the \( K \) UAVs are different, too. In addition, the qualities of monitoring information of each PoI by different UAVs are different, due to the fact that some UAVs are equipped with only visual cameras, while others are equipped with both higher resolution visual cameras and thermal infrared imagers, thereby providing higher monitoring quality for trapped people in a PoI [24]. We here make use of the terminology the monitoring reward to measure the monitoring quality of a PoI by a UAV, which will be precisely defined later in Section III-B.

The main challenge of scheduling multiple heterogeneous UAVs is that, the maximum flying time of a UAV may not be proportional to its monitoring ability. That is, for any fixed PoI, a UAV with a long maximum flying time may receive a smaller monitoring reward, while another UAV with a shorter maximum flying time may have a larger monitoring reward, since more sensing devices are mounted on it. For example, consider two UAVs: senseFly eBee X [25] and DJI Matrice 300 RTK [26]. The weight of the first one is only 1.3 kg, and its maximum flying time is as long as 55 min. However, it is equipped with a visual camera only. In contrast, the weight of the second UAV is 6.3 kg, its maximum flying time is about 43 min (< 55 min), and equipped with both the visual camera and the thermal infrared camera. The monitoring reward received by the latter is larger than that by the former.

The novelties of this paper are two-fold. On one hand, unlike most existing studies focusing on homogeneous UAVs only, we study a novel scheduling problem to schedule \( K \) heterogeneous UAVs to monitor PoIs in a disaster area by finding flying tours for the UAVs, such that the sum of monitoring rewards received by all UAVs is maximized, under a constraint that the total energy consumption of each UAV is no greater than its energy capacity. On the other hand, we propose the very first constant approximation algorithm with an approximation ratio of \( \frac{1}{3} \) for the heterogeneous UAV scheduling problem.

The contributions of this paper are summarized as follows. We first formulate a novel problem of scheduling \( K \) heterogeneous UAVs to monitor PoIs in a disaster area, such that the sum of monitoring rewards received by the UAVs is maximized, subject to the energy capacity on the UAVs. We then propose a \( \frac{1}{3} \)-approximation algorithm for the problem. Furthermore, we show that this approximation ratio \( \frac{1}{3} \) is also tight through an extreme example. We finally evaluate the performance of the proposed algorithm through extensive experiments. Experimental results demonstrate that the proposed algorithm is promising. The sum of monitoring rewards by the proposed algorithm is up to 25% larger than those obtained by existing algorithms.

The rest of the paper is organized as follows. Section II reviews related studies on the topic. Section III introduces the network model and defines the problem precisely. Section IV proposes an approximation algorithm for the problem. Section V analyzes the proposed algorithm. Section VI evaluates the proposed algorithm, and Section VII concludes the paper.

II. RELATED WORK

The scheduling of UAVs to monitor PoIs in disaster areas has attracted a lot of attentions in recent years. Most studies focused on the scheduling of a single energy-constrained UAV [14], [15], [16], [17], [18]. For example, Liang et al. [14] considered a problem of dispatching an energy-constrained UAV to monitor PoIs in a disaster area such that the amount of non-redundant information monitored by the UAV is maximized by proposing efficient algorithms. Lin et al. [15] studied a problem of finding a flying tour for a single UAV such that the probability of finding a missing person is maximized, where the total duration of a flying tour is no greater than a given upper bound. Lin et al. [16] considered a problem scheduling an energy-constrained UAV to charge sensors and perform sensing tasks, so that the energy efficiency of the UAV is maximized. Tokekar et al. [17] investigated a problem of scheduling a UAV and a ground vehicle to collect the information of soil nitrogen levels in precision agriculture. They reduced the problem to the orienteering problem. Yuan et al. [18] studied a problem of dispatching a UAV to charge sensors for a given period through the wireless power transfer technique, so that the minimum amount of energy harvested among the sensors is maximized.
On the other hand, several recent studies considered the scheduling of multiple homogeneous, rather than homogeneous UAVs [19], [20], [21], [22], [23]. For example, Liu et al. [19] studied a problem of scheduling K homogeneous energy-constrained UAVs to collect data from sensors for a given period, such that the amount of non-redundant collected data is maximized, and proposed a deep-learning based algorithm, where UAVs can recharge themselves at deployed charging stations randomly for the given period. Ma et al. [20] dealt with the deployment of K UAVs to collect data from IoT devices in an IoT network, where the IoT devices are partitioned into K disjoint subsets. Each UAV collects data from the IoT devices in one subset. They investigated a problem of finding trajectories of the K UAVs for data collection and allocating bandwidth to the IoT devices in a given period, such that the minimum average data rate among the IoT devices is maximized. Mersheeva and Friedrich [21] studied a monitoring problem of dispatching multiple UAVs to monitor PoIs of a disaster area periodically, given the monitoring priorities of different PoIs are different. Ning et al. [22] investigated a problem of finding flying trajectories of UAVs to serve community users by offloading tasks to the UAVs, such that the system throughput (i.e., the amount of output data size of accomplished tasks) is maximized, and developed two heuristic algorithms. Xu et al. [23] proposed a 0.39-approximation algorithm for scheduling K energy-constrained, homogeneous UAVs to monitor the maximum number of PoIs in a disaster area.

When energy capacities on different UAVs are different, Xu et al. [27] proposed a heuristic algorithm to find the flying tours of UAVs to maximize the number of PoIs monitored. However, they ignored a fact that the monitoring rewards received by different UAVs are different, due to different types of cameras equipped on the UAVs. In this paper, we consider multiple heterogeneous UAVs with different energy capacities and different monitoring rewards for monitoring each PoI. We also propose the very first constant approximation algorithm to find the flying tours for these heterogeneous UAVs, such that the sum of monitoring rewards of all UAVs is maximized.

The multiple heterogeneous UAV scheduling problem studied in this paper is related to the vehicle routing problem and its variants [28]. Subramanian et al. [29] studied the problem of determining the best composition of a fleet of heterogeneous vehicles and finding their routes, so as to minimize the total cost, where different vehicles have different capacities and costs. They proposed a hybrid algorithm with an iterated local search heuristic and a set partitioning formulation. Penna et al. further proposed another iterated local search algorithm [30], and a hybrid metaheuristic [31]. Pessoa et al. [32] devised a branch-cut-and-price algorithm for the heterogeneous fleet vehicle routing problem. Yu et al. [33] considered the heterogeneous fleet vehicle routing problem with time windows and devised a dynamic programming algorithm. Li et al. [34] recently investigated a heterogeneous capacitated vehicle routing problem, and proposed a deep reinforcement learning based algorithm for it. Although the aforementioned algorithms in [29], [30], [31], [32], [33], and [34] work well for small-scale problem instances, their running times are prohibitively large for large-scale problem instances. On the other hand, in the application of scheduling heterogeneous UAVs to monitor PoIs in a disaster area, it is critical that the running time of the scheduling algorithm should be as short as possible.

III. PRELIMINARIES

In this section, we first introduce the network model, and the heterogeneous UAVs model. We then define the problem precisely.

A. Network Model

We consider a disaster area, where a disaster (e.g., an earthquake, a flooding, or a forest fire) just occurred. We treat the disaster area as a three-dimensional Euclidean space with length $L$, width $W$, and height $H$, e.g., $L = W = 5$ km and $H = 300$ m.

Assume that there are $n$ PoIs $v_1, v_2, \ldots, v_n$ in the disaster area to be monitored, where a PoI $v_i$ may represent a school building, an office building, or a shopping mall, in which there may be people trapped [14], see Fig. 1. Let $V$ be the set of PoIs, i.e., $V = \{v_1, v_2, \ldots, v_n\}$. Denote by $(x_i, y_i, z_i)$ the coordinates of PoI $v_i$, where $z_i$ is the altitude of $v_i$ with $1 \leq i \leq n$.

Since the monitoring disaster area may be very large and the maximum flying time of a single UAV is limited, we consider the deployment of $K$ heterogeneous UAVs to monitor the PoIs in the disaster area, where a UAV can monitor a PoI by taking visual images and/or thermal infrared images, and send the monitored information back to a nearby rescue station for decision-making. For the sake of convenience, we assume that the deployed $K$ UAVs are initially located at a depot $r$. Notice that even if the $K$ UAVs are located at different depots, the proposed algorithm in this paper is still applicable and its approximation ratio holds, too.

We use a complete undirected graph $G = (V \cup \{r\}, E)$ to represent the UAV network, where $V$ is the set of PoIs. There is an edge $(v_i, v_j)$ in $E$ between any two nodes $v_i$ and $v_j$ in set $V \cup \{r\}$, assuming $v_r = r$.

Table I lists the notations used in this paper.

B. Heterogeneous UAVs

Denote by $B_{1,\text{max}}$, $B_{2,\text{max}}, \ldots, B_{K,\text{max}}$ the energy capacities on the $K$ heterogeneous UAVs, respectively. Also, denote by $\eta_{k,i}$ the amount of energy consumed of the $k$th UAV per meter with $1 \leq k \leq K$. Then, for any two nodes $v_i$ and $v_j$ in set $V \cup \{r\}$, the amounts of flying energy consumptions of different UAVs between nodes $v_i$ and $v_j$ may be different. For the sake of convenience, denote by $w_k(v_i, v_j)$ the flying energy consumption of the $k$th UAV between nodes $v_i$ and $v_j$, i.e.,

$$w_k(v_i, v_j) = \eta_{k,ij} d_{ij},$$

where $d_{ij}$ is the Euclidean distance between PoIs $v_i$ and $v_j$.
On the other hand, assume that it takes time $t_i$ to monitor PoI $v_i$. Denote by $\eta_k^{\text{hoover}}$ the energy consumption rate of the $k$th UAV for hovering and monitoring per unit time. Then, the amount $h_k(v_i)$ of energy consumed by the $k$th UAV for monitoring PoI $v_i$ is $h_k(v_i) = \eta_k^{\text{hoover}} \cdot t_i$.

Recall that the $K$ UAVs are heterogeneous, where some UAVs are equipped with only visual cameras, while others are equipped with not only higher resolution visual cameras but also thermal infrared imagers, thereby providing more and better quality monitoring information for the people trapped in a PoI. For example, a UAV with onboard thermal infrared imagers can detect more survivals in the night, than another UAV with only visual cameras.

Assume that there are $L_k$ different types of onboard cameras on the $k$th UAV with $1 \leq k \leq K$, where $L_k$ is a given positive integer. Notice that different types of cameras on the same UAV, such as visual camera and thermal infrared camera, can provide complementary information for PoIs. For example, a visual camera can obtain images/videos of trapped people in a disaster area, while a thermal infrared camera can detect body temperatures of the trapped people. In contrast, the same type of cameras, e.g., the visual cameras on two UAVs, usually collect redundant information.

Denote by $Q_{kl}$ the quality of an image taken by the $l$th type of camera on the $k$th UAV with $1 \leq l \leq L_k$ [14], [35]. For example, assume that the $l$th type of camera is a visual camera. Then, the quality of an image taken by the camera can be calculated as $Q_{kl} = \frac{x_{kl}}{x_{kl}^0}$, where $x_{kl}$ is a nonnegative constant that depends on the camera itself [35], such as its resolution, e.g., 20 M pixels. In addition, $x_{kl}^0$ is the ground sample distance (GSD) of the camera, where the smaller the value of GSD $x_{kl}^0$ is, the better the image quality is [35]. The accumulative image quality of the $L_k$ types of cameras on the $k$th UAV then is $\sum_{l=1}^{L_k} Q_{kl}$.

In this paper, we use the monitoring reward to measure the monitoring quality of a PoI by a UAV, where the monitoring reward is determined by not only the number of people trapped in the PoI but also the quality of images taken by the different types of cameras on the UAV. Denote by $p(k, v_i)$ the amount of monitoring rewards received by the $k$th UAV for monitoring PoI $v_i$, where $1 \leq k \leq K$ and $1 \leq i \leq n$. Specifically,

$$p(k, v_i) = m_i \cdot \sum_{l=1}^{L_k} Q_{kl},$$

where $m_i$ indicates the importance of PoI $v_i$ that is usually proportional to the number of people trapped in PoI $v_i$ [14], and $\sum_{k=1}^{K} Q_{kl}$ is the accumulative image quality of the $L_k$ different types of cameras on the $k$th UAV. It can be seen that the amount of monitoring rewards of each PoI by different UAVs are different, due to the heterogeneities of different UAVs.

### C. Problem Definition

Denote by $C_k$ the flying tour of the $k$th UAV with $1 \leq k \leq K$. Let $C_k = r \rightarrow v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_{n_k} \rightarrow r$ be the flying tour that starts from depot $r$, the $k$th UAV monitors PoIs $v_1, v_2, \ldots, v_{n_k}$ one by one, and finally returns to the depot, where $n_k$ is the number of PoIs in tour $C_k$.

The energy consumption $w(C_k)$ of the $k$th UAV in tour $C_k$ is $w(C_k) = \sum_{i=0}^{n_k} w_k(v_i, v_{i+1}) + \sum_{i=1}^{n_k} h_k(v_i)$, where $w_k(v_i, v_{i+1})$ is the flying energy consumption by the $k$th UAV between nodes $v_i$ and $v_{i+1}$, $h_k(v_i)$ is the hovering and monitoring energy consumption on PoI $v_i$, and $v_0 = v_{n_k+1} = r$. It must be mentioned that the energy consumption $w(C_k)$ should be no more than the energy capacity $B_{k}^{\text{max}}$ of the $k$th UAV, otherwise, it cannot return to the depot. Thus, $w(C_k) \leq B_{k}^{\text{max}}$.

The sum of monitoring rewards for monitoring PoIs by the $k$th UAV in tour $C_k$ thus is

$$p(C_k) = \sum_{v_i \in C_k} p(k, v_i),$$

where $p(k, v_i)$ is the monitoring reward for PoI $v_i$ by the $k$th UAV.
of the problem is to
\[
\text{maximize } \sum_{k=1}^{K} p(C_k), \tag{4}
\]
subject to
\[
w(C_k) \leq B_k^\text{max}, \quad 1 \leq k \leq K \tag{5}
\]
\[
\sum_{k=1}^{K} |V(C_k) \cap \{v_i\}| \leq 1, \quad \forall v_i \in V. \tag{6}
\]

Alternatively, we provide an integer linear programming (ILP) formulation to the monitoring reward maximization problem as follows.

Let \(x_{ik}\) be a binary variable that indicates whether a PoI \(v_i\) is monitored by the \(k\)th UAV in its flying tour \(C_k\), where \(x_{ik} = 1\) if \(v_i\) is contained in tour \(C_k\); otherwise, \(x_{ik} = 0\). Let a binary variable \(y_{ijk}\) indicate whether the \(k\)th UAV flies between nodes \(v_i\) and \(v_j\); otherwise \(y_{ijk} = 0\).

The monitoring reward maximization problem then can be precisely formulated as an ILP as follows.

\[
\text{Maximize}_{x_{ik}, y_{ijk}} \sum_{k=1}^{K} \sum_{i=1}^{n} p(k, v_i) \cdot x_{ik}, \tag{7}
\]
subject to
\[
\sum_{i=0}^{n} \sum_{j=0}^{n} w(k, v_j) y_{ijk} + \sum_{i=1}^{n} h_k(v_i) x_{ik} \leq B_k^\text{max}, \quad 1 \leq k \leq K \tag{8}
\]
\[
x_{0k} = 1, \quad 1 \leq k \leq K \tag{9}
\]
\[
\sum_{j=0}^{n} y_{ijk} = \sum_{j=0, j \neq i}^{n} y_{ijk} = x_{ik}, \quad 0 \leq i \leq n, \quad 1 \leq k \leq K \tag{10}
\]
\[
\sum_{v_i, v_j \in V'} y_{ijk} \leq |V'|-1, \quad 1 \leq k \leq K, \quad \forall V' \subseteq V, \ V' \neq \emptyset \tag{11}
\]
\[
\sum_{k=1}^{K} x_{ik} \leq 1, \quad 1 \leq i \leq n \tag{12}
\]
\[
x_{ik}, y_{ijk} \in \{0, 1\}, \quad 1 \leq i, j \leq n, \quad 1 \leq k \leq K \tag{13}
\]

where Constraint (8) ensures that the energy consumption of each UAV \(k\) in tour \(C_k\) is no greater than its energy capacity \(B_k^\text{max}\). Constraint (9) ensures that depot \(v_0\) \((= r)\) must be contained in each of the \(K\) flying tours. Constraint (10) implies that each PoI \(v_i\) has exactly one outgoing edge and exactly one incoming edge in tour \(C_k\) if \(v_i\) is contained in \(C_k\), i.e., \(x_{ik} = 1\). Constraint (11) shows that, for one non-empty subset \(V'\) of \(V\), the number of edges with their endpoints contained in \(V'\) is no more than \(|V'|-1\), thereby eliminating closed subtours that are disconnected from depot \(r\) in a solution. Otherwise \((\sum_{v_i, v_j \in V'} y_{ijk} \geq |V'|)\), the flying tour of the \(k\)th UAV with their endpoints contained in \(V'\) may be a closed subtour, and the flying tour is not a feasible solution since the depot \(r\) is not contained. Constraint (12) ensures that each PoI \(v_i\) is contained at most in one of the \(K\) flying tours.

D. The Orienteering Problem

The orienteering problem is defined in [36] and [37]. Consider only a single UAV \(k\) with its energy capacity \(B_k^\text{max}\) for each PoI \(v_i\) to be monitored in a disaster area, and the monitoring reward \(p(k, v_i)\) of each PoI \(v_i\) by UAV \(k\). The orienteering problem is to find an \(r\)-rooted flying tour \(C_k\) for the \(k\)th UAV such that the sum \(p(C_k)\) of monitoring rewards in \(C_k\) is maximized, under the constraint that the total energy consumption of the UAV in tour \(C_k\) is no greater than its energy capacity \(B_k^\text{max}\). The best result for the orienteering problem so far is a \(\frac{1}{2}\)-approximation algorithm due to Paul et al. [37], which is a key subroutine in our approximation algorithm for the multiple UAV scheduling problem. For the sake of convenience, we here introduce the approximation algorithm for the orienteering problem briefly [37].

The algorithm is a primal-dual approach, which proceeds as follows. It first relaxes the integer linear programming for the orienteering problem, and obtains the dual programming of this primary linear programming. It then finds a ‘good’ value for a dual variable in the dual programming by binary search. Having obtained the ‘good’ value, it uniformly increases other dual variables to form a forest, followed by pruning redundant edges. It finally delivers a closed tour by choosing a tree in the forest with the minimum cost, and construct a Eulerian graph by doubling edges in the chosen tree.

E. NP-Hardness of the Monitoring Reward Maximization Problem

It can be seen that when there is only one UAV, i.e., \(K = 1\), the monitoring reward maximization problem degenerates to the orienteering problem [37]. Since the orienteering problem is NP-hard [36], the monitoring reward maximization problem is NP-hard, too.

F. Approximation Ratio

Given a maximization problem \(P\), let \(OPT\) and \(SOL\) be an optimal solution and an approximate solution delivered by an approximation algorithm to problem \(P\), respectively. The approximation ratio of the approximation algorithm for problem \(P\) is \(\alpha\) if the objective value of \(SOL\) is greater than or equal to \(\alpha\) times the value of \(OPT\), where \(\alpha\) is a given value with \(0 < \alpha \leq 1\). It can be seen that the larger the value of \(\alpha\) is, the better the solution \(SOL\) is.

IV. APPROXIMATION ALGORITHM FOR THE MONITORING REWARD MAXIMIZATION PROBLEM

In this section, we propose a novel \(\frac{1}{3}\)-approximation algorithm for the monitoring reward maximization problem. To this end, we first consider the problem under two special cases of the reward function \(p(\cdot)\). We then deal with the generalized case of the reward function by reducing to the two special cases.
A. Two Special Cases of the Reward Function

We consider two special cases of the reward function $p(\cdot)$ for monitoring PoIs. The first case is that the monitoring reward of each PoI is zero for one of the $K$ UAVs. For example, Fig 2(a) shows that the monitoring reward of each PoI is zero for the first UAV, where there are six to-be-monitored PoIs $v_1, v_2, \ldots, v_6$, three available heterogeneous UAVs, and the three values $a/b/c'$ next to each PoI $v_i$ means the monitoring rewards by the three UAVs, respectively. In this case, it is unnecessary to schedule the first UAV to monitor any PoI because the total reward by it is zero. The problem of scheduling the remaining UAVs then reduces to a simpler problem of scheduling only the rest $K-1$ UAVs.

We now consider the second special case of the reward function $p(\cdot)$. Assume that we have found a $\frac{1}{2}$-approximate tour $C_k$ for the $k$th UAV for the problem of maximizing the sum of monitoring rewards by the UAV, by invoking the approximation algorithm in [37]. The monitoring rewards of function $p(\cdot)$ by different UAVs for each PoI $v_i$ in tour $C_k$ are equal, i.e., $p(1,v_i) = p(2,v_i) = \cdots = p(K,v_i)$. On the other hand, for each PoI $v_i$ that is not monitored in tour $C_k$, the monitoring rewards by other UAVs (i.e., except UAV $k$) are zeros, i.e., $p(k',v_i) = 0$ with $1 \leq k' \leq K$ and $k' \neq k$. Fig 2(b) illustrates such an example, where $C_1$ is a $\frac{1}{2}$-approximate tour of the first UAV and $C_1$ visits PoIs $v_1$ and $v_2$. In this case, we obtain a solution to the monitoring reward maximization problem, by scheduling UAV $k'$ to fly along tour $C_k$, while the other $K-1$ UAVs do not monitor any PoI, i.e., $C_k'$ contains only depot $r$ with $1 \leq k' \leq K$ and $k' \neq k$. We later show that such a scheduling of the $K$ tours is a $\frac{1}{2}$-approximate solution to the monitoring reward maximization problem, under the second special case of the reward function.

B. Approximation Algorithm

The basic idea behind the proposed algorithm is that, we find $K$ tentative flying tours $C_1', C_2', \ldots, C_K'$ for the $K$ UAVs by applying a greedy strategy and a novel reward decomposition technique, followed by constructing the final flying tours $C_1, C_2, \ldots, C_K$ by refining the found $K$ tentative flying tours, where the word ‘tentative’ means that some PoIs contained in a tentative flying tour $C_k'$ of UAV $k$ may be monitored by another UAV in the final flying tours.

We start by finding $K$ tentative flying tours $C_1', C_2', \ldots, C_K'$ for the $K$ UAVs iteratively. Let $p_k(\cdot)$ be the monitoring reward function in the $k$th iteration for finding the $k$th tentative flying tour $C_k'$ with $1 \leq k \leq K$. Initially, $p_1(\cdot) = p(\cdot)$, where $p(\cdot)$ is the original reward function. For each reward function $p_k(\cdot)$ and each UAV $l$ with $1 \leq l \leq K$, let $C_{k,l}$ be a tour found by the approximation algorithm [37] for the orienteering problem, which is to maximize the sum of rewards in the tour under reward function $p_k(\cdot)$, subject to the energy capacity $B_l^{max}$ on UAV $l$.

We show how to find the first tentative flying tour $C_{q_1}'$ for a UAV $q_1$ in details with $1 \leq q_1 \leq K$. The findings of the rest $K-1$ tentative flying tours are similar, and omitted.

1) Finding the First Tentative Flying Tour: We find the first tentative flying tour $C_{q_1}'$ as follows.

For each UAV $l$ with $1 \leq l \leq K$, we find a $\frac{1}{2}$-approximate tour $C_{l,1}'$ for the orienteering problem under reward function $p_{1}(\cdot)$, which is to maximize the sum $p_{1}(C_{l,1}')$ of monitoring rewards of PoIs in $C_{l,1}'$, subject to the constraint that the amount of energy consumed in tour $C_{l,1}'$ by UAV $l$ is no greater than its energy capacity $B_l^{max}$, by invoking the approximation algorithm in [37].

Let $C_{q_1}$ be the flying tour among the $K$ tours $C'_{1,1}, C'_{1,2}, \ldots, C'_{1,K}$ with the maximum reward, i.e., $q_1 = \arg \max_{1 \leq l \leq K}\{p_{1}(C_{l,1}')\}$. The first tentative flying tour $C_{q_1}'$
for UAV $q_1$ then is found. Notice that some POIs in tour $C'_{q_1}$ may be monitored by the other UAVs in later iterations. Fig. 3(a) shows that the first flying tour is $C'_1$ for the first UAV, i.e., $q_1 = 1$.

2) Reward Function Decomposition: Having found the first tentative flying tour $C'_{q_1}$ for UAV $q_1$, we now define two reward functions $f_1(\cdot)$ and $g_1(\cdot)$ from reward function $p_1(\cdot)$ and tour $C'_{q_1}$ such that $p_1(\cdot) = f_1(\cdot) + g_1(\cdot)$, where the two reward functions $f_1(\cdot)$ and $g_1(\cdot)$ correspond to the two special cases of reward functions in Section IV-A, respectively.

We first define reward function $f_1(\cdot)$. For each Pol $v_i$ in $V$, its reward $f_1(q_1, v_i)$ by UAV $q_1$ is equal to its original reward $p_1(q_1, v_i)$, i.e., $f_1(q_1, v_i) = p_1(q_1, v_i)$. For each Pol $v_i$ in tour $C'_{q_1}$, its reward $f_1(l, v_i)$ by any other UAV $l$ with $l \neq q_1$ is equal to the reward $f_1(q_1, v_i)$ by UAV $q_1$, i.e., $f_1(l, v_i) = f_1(q_1, v_i)$ with $v_i \in C'_{q_1}$, where $1 \leq l \leq K$ and $l \neq q_1$. Otherwise, for each Pol $v_j$ that is not in tour $C'_{q_1}$, its reward $f_1(l, v_j)$ by any other UAV $l(\neq q_1)$ is zero, i.e., $f_1(l, v_j) = 0$ with $1 \leq l \leq K$ and $l \neq q_1$. For example, Fig. 3(b) shows that the first tentative flying tour is $C'_1$ for the first UAV and $C'_{q_1}$ visits Pol $v_1$ and $v_2$. For Pol $v_1$ (or $v_2$) in $C'_1$, the monitoring rewards by the three different UAVs are equal in reward function $f_1(\cdot)$. For each Pol $v_j$ not in $C'_1$ with $3 \leq j \leq 6$, both the monitoring rewards by the second and third UAVs are zeroes in reward function $f_1(\cdot)$. It can be seen that the reward function $f_1(\cdot)$ corresponds to the second special case of the reward function in Section IV-A.

Having defined reward function $f_1(\cdot)$, we then define reward function $g_1(\cdot)$ as follows, $g_1(\cdot) = p_1(\cdot) - f_1(\cdot)$. Specifically, $g_1(l, v_i) = p_1(l, v_i) - f_1(l, v_i)$, where $1 \leq l \leq K$ and $1 \leq i \leq n$, see Fig. 3(c). There are some interesting properties for reward function $g_1(\cdot)$. For example, Fig. 3(c) demonstrates that the monitoring reward $g_1(1, v_1)$ of each Pol $v_i \in V$ by the first UAV is zero. Also, for Pol $v_1$ (or $v_2$) in tour $C'_1$, the reward $g_1(l, v_i)$ with $l = 2, 3$ is referred to as the residual reward, where a positive value of $g(l, v_i)$ indicates that the monitoring reward of the Pol by UAV $l$ is larger than the reward by the first UAV, while a negative value of $g(l, v_i)$ implies that the monitoring reward by UAV $l$ is less than the reward by the first UAV. Function $g_1(\cdot)$ is referred to as the residual reward function with respect to reward function $p_1(\cdot)$ and tour $C'_{q_1}$.

3) Finding the Rest $(K - 1)$ Tentative Flying Tours: Since the monitoring reward $g_1(q_1, v_i)$ of each Pol $v_i \in V$ by UAV $q_1$ is zero (e.g., $q_1 = 1$ in Fig. 3(c)), there is no need to schedule UAV $q_1$ to monitor any Pol under reward function $g_1(\cdot)$. Let reward function $p_2(\cdot)$ be $g_1(\cdot)$, i.e., $p_2(\cdot) = g_1(\cdot)$, see Fig. 3(d), where the symbol ‘$\cdot$’ indicates that the monitoring reward by the first UAV is deactivated. Notice that reward function $p_2(\cdot)$ will be used to find the second tentative tour.

Similar to the finding of the first tentative flying tour $C'_{q_1}$, the rest $K - 1$ tentative flying tours $C''_{q_2}, C''_{q_3}, \ldots, C''_{q_K}$ for UAVs $q_2, q_3, \ldots, q_K$ can be found, respectively, where $1 \leq q_k \leq K$ and $1 \leq k \leq K$. For example, Fig. 3(d) shows the second tentative flying tour $C''_{q_2}$ for UAV $q_2$ with $q_2 = 2$. Fig. 3(e) and Fig. 3(f) demonstrate the defined reward functions $f_2(\cdot)$ and $g_2(\cdot)$ from tour $C''_{q_2}$, respectively.

and Fig. 3(g) shows the last tentative flying tour $C''_{q_3}$ for UAV $q_3$ with $q_3 = 3$. It can be seen from Fig. 3(a)–Fig. 3(g), the sum of monitoring rewards in the three tentative flying tours $C'_1, C'_2, \text{and } C'_3$ is $p_1(C'_1) + p_2(C''_2) + p_3(C''_3) = 26 + 17 + 10 = 53$.

4) Constructing the Final $K$ Flying Tours: Assume that the $K$ tentative flying tours $C'_{q_1}, C'_{q_2}, \ldots, C'_{q_K}$ for the $K$ UAVs has been found. Notice that some PoIs may be contained in more than one tentative tour, i.e., these PolS are monitored multiple times in the $K$ tours. For example, Fig. 3(d) and 3(g) show that Pol $v_4$ is monitored in both tours $C'_2$ and $C'_3$.

In the following, we construct the final flying tours $C_1, C_2, \ldots, C_K$ for UAVs $q_1, q_2, \ldots, q_K$, such that each Pol is monitored at most in one flying tour. Specifically, we obtain the final flying tour $C_k$ from tours $C'_{q_k}, C''_{q_{k+1}}, \ldots, C''_{q_K}$, by removing the PolS in $C'_{q_{k+1}}, C''_{q_{k+2}}, \ldots, C''_{q_K}$ from $C'_{q_k}$ with $1 \leq k \leq K$. For example, Fig. 3(h) shows that flying tour $C_1 = C'_1$, since no PolS in $C'_1$ are contained in $C''_2$ or $C''_3$.

Flying tour $C_2$ is obtained by removing Pol $v_4$ from $C'_2$, since Pol $v_4$ (in $C''_2$) is also contained in tour $C'_3$, and $C_3 = C'_3$.

It can be seen from Fig. 3(h) that the sum of monitoring rewards in the final three flying tours $C_1, C_2$ and $C_3$ in the original monitoring reward function $p(\cdot)$ is $p(C_1) + p(C_2) + p(C_3) = 26 + 2 + 25 = 53$, which is equal to the sum of monitoring rewards of the three tentative flying tours $C'_1, C'_2, \text{and } C'_3$, i.e., $p_1(C'_1) + p_2(C''_2) + p_3(C''_3) = 26 + 17 + 10 = 53$.

The detailed algorithm for the monitoring reward maximization problem is presented in Algorithm 1.

V. ALGORITHM ANALYSIS

In this section, we analyze the performance of the proposed approximation algorithm. We first show that the algorithm delivers a feasible solution. We then show an important property in Lemma 2, which will be used to analyze the approximation ratio of the proposed algorithm. We finally prove that the approximation ratio of the proposed algorithm is $\frac{1}{2}$, and this approximation ratio $\frac{1}{2}$ is also tight through an extreme example. For the sake of convenience, we assume that the flying tour $C_{q_k}$ is for UAV $k$, i.e., $q_k = k$ with $1 \leq k \leq K$.

For example, Fig. 3(h) illustrates the flying tours $C_1, C_2$, and $C_3$ for UAVs $1, 2$, and $3$, respectively.

Lemma 1: Algorithm 1 delivers a feasible solution to the monitoring reward maximization problem.

Proof: For each flying tour $C_k$ of UAV $k$, we show that the total energy consumption in tour $C_k$ is no greater than its energy capacity $B^\text{max}_k$, where $1 \leq k \leq K$. Notice that tour $C_k$ is obtained from tours $C'_{q_k}, C''_{q_{k+1}}, \ldots, C''_{q_K}$, by removing the PolS in tours $C'_{q_{k+1}}, C''_{q_{k+2}}, \ldots, C''_{q_K}$ from $C'_k$. The total energy consumption in tour $C_k$ thus is no greater than that of tour $C'_k$, i.e., $w(C_k) \leq w(C'_k)$. On the other hand, following Steps 4 and 5 in Algorithm 1, the energy consumption of tour $C'_k$ is no greater than the energy capacity $B^\text{max}_k$ of UAV $k$, i.e., $w(C'_k) \leq B^\text{max}_k$. Then,

$$w(C_k) \leq w(C'_k) \leq B^\text{max}_k, \quad 1 \leq k \leq K. \quad (14)$$

In addition, it can be seen that each Pol is monitored at most in one flying tour. Therefore, tours $C_1, C_2, \ldots, C_K$ form a feasible solution to the problem.
Lemma 2: For each reward function $f_k(\cdot)$ derived from function $p_k(\cdot)$ with $1 \leq k \leq K$, we construct a solution $C_k$ to UAVs $k, k + 1, \ldots, K$, where the flying tour of UAV $k$ is the tentative tour $C''_k$, while each of the other UAV $l$ does not monitor any PoIs, i.e., the flying tour $C''_l$ of UAV $l$ contains only depot $r$ and the sum $f_k(C''_l)$ of rewards in tour $C''_l$ is zero, where $k + 1 \leq l \leq K$. That is, $C_k = \{C''_k, C''_{k+1}, \ldots, C''_K\}$. We claim that $C_k$ is a $\frac{1}{3}$-approximate solution to the monitoring reward maximization problem under reward function $f_k(\cdot)$.

Proof: Denote by $C^*_1, C^*_1, \ldots, C^*_K$ the optimal tours of UAVs $k, k + 1, \ldots, K$, respectively, for the monitoring reward maximization problem under reward function $f_k(\cdot)$. This indicates that the sum of monitoring rewards in these $K - k + 1$ tours is maximized, subject to energy capacities on...
Algorithm 1 Approximation algorithm for the monitoring reward maximization problem (approxAlg)

Input: a UAV network $G = (V \cup \{r\}, E)$, $K$ heterogeneous UAVs with energy capacities $B_{1}^{\text{max}}, B_{2}^{\text{max}}, \ldots, B_{K}^{\text{max}}$, flying energy consumption function $w_{k} : E \mapsto R^{\geq 0}$ for each UAV $k$, Pol monitoring energy consumption function $h_{k} : V \mapsto R^{\geq 0}$ for each UAV $k$, and monitoring reward function $p : Z^{[1,K]} \times V \mapsto R^{\geq 0}$, where $Z^{[1,K]}$ means the set of integers in the interval $[1,K]$.

Output: $K$ $r$-rooted tours such that the sum of rewards for monitoring the Poles in the tours is maximized, subject to the energy capacity constraints on the $K$ UAVs.

1. Let reward function $p_{1}(\cdot) = p(\cdot)$;
2. /* Find $K$ tentative flying tours $C'_{q_{1}}, C'_{q_{2}}, \ldots, C'_{q_{K}}$; */
3. for $1 \leq k \leq K$
4. For each UAV $l$ with $1 \leq l \leq K$ and $l \neq q_{k'}$ with $1 \leq k' < k$, find a $\frac{1}{2}$-approximate tour $C'_{k,l}$ for the orienteering problem under reward function $p_{k}(\cdot)$, by invoking the algorithm in [37]. Notice that $K - k + 1$ tours are found.
5. Let $C'_{q_{k}}$ be the tour with the maximum sum of rewards among the found $K - k + 1$ tours;
6. Construct reward function $f_{k}(\cdot)$ from the reward function $p_{k}(\cdot)$ and the tour $C'_{q_{k}}$ of UAV $q_{k}$;
7. Construct reward function $g_{k}(\cdot) = p_{k}(\cdot) - f_{k}(\cdot)$;
8. Let reward function $p_{k+1}(\cdot)$ for the next iteration be $p_{k+1}(\cdot) = g_{k}(\cdot)$ and deactivate the rewards for UAV $q_{k}$ and each Pol in $V$;
9. end for
10. Obtain the flying tour $C_{q_{k}}$ of UAV $q_{k}$ from the tentative flying tours $C'_{q_{k}}, C'_{q_{k+1}}, \ldots, C'_{q_{K}}$, by removing Poles in $C'_{q_{k+1}}, C'_{q_{k+2}}, \ldots, C'_{q_{K}}$ from tour $C'_{q_{k}}$, where $1 \leq k \leq K$;
11. return the $K$ flying tours $C_{q_{1}}, C_{q_{2}}, \ldots, C_{q_{K}}$ for UAVs $q_{1}, q_{2}, \ldots, q_{K}$, respectively.

The $K - k + 1$ UAVs. Also, denote by $C'_{k}^{\#}$ the optimal tour of UAV $k$ for the orienteering problem under reward function $f_{k}(\cdot)$, which is to maximize the sum of rewards in the tour of UAV $k$, subject to that the total energy consumption of the tour is no greater than its energy capacity $B_{k}^{\text{max}}$. We estimate an upper bound on the sum of monitoring rewards in the tours $C'_{k}, C'_{k+1}, \ldots, C'_{K}$ as follows.

Since tour $C'_{k}$ is a feasible solution to the orienteering problem of maximizing the sum of rewards in the tour, subject to the energy capacity on UAV $k$, we have $f_{k}(C'_{k}) \leq f_{k}(C'^{\#}_{k})$, since $C'^{\#}_{k}$ is the optimal tour of the orienteering problem.

Also, following Step 4 in Algorithm 1, the tentative tour $C_{k}$ is a $\frac{1}{2}$-approximate solution to the orienteering problem of maximizing the sum of rewards in the tour, subject to the energy capacity on UAV $k$. That is, $f_{k}(C'_{k}) \geq \frac{1}{2} \cdot f_{k}(C'^{\#}_{k})$. Then,

$$f_{k}(C'_{k}) \leq f_{k}(C'^{\#}_{k}) \leq 2 \cdot f_{k}(C'_{k}). \quad (15)$$

On the other hand, following the definition of reward function $f_{k}(\cdot)$, for each Pol $v_{l}$ that is not in $C'_{k}$, the reward $f_{k}(l, v_{l})$ of Pol $v_{l}$ by any other UAV $l$ is zero, i.e., $f_{k}(l, v_{l}) = 0$ with $l = k + 1, k + 2, \ldots, K$. Then, $v_{l}$ is not contained in any of the optimal tours $C'_{k+1}, C'_{k+2}, \ldots, C'_{K}$ of UAVs $k+1, k+2, \ldots, K$. This indicates that only the Poles in $C'_{k}$ may be contained in tours $C'_{k+1}, C'_{k+2}, \ldots, C'_{K}$. Notice that the rewards of each Pol $v_{l}$ in $C'_{k}$ by different UAVs are identical in reward function $f_{k}(\cdot)$, i.e., $f_{k}(l, v_{l}) = f_{k}(k+1, v_{l}) = \cdots = f_{k}(K, v_{l})$, e.g., see Pol $v_{1}$ (or $v_{2}$) in Fig. 3(b) with $k = 1$. Since each Pol in $V$ is contained in at most one of the $K - k$ tours $C'_{k+1}, C'_{k+2}, \ldots, C'_{K}$, the sum of the rewards in the $K - k$ tours is no more than the sum of rewards in tour $C'_{k}$, i.e.,

$$\sum_{l=k+1}^{K} f_{k}(C'_{l}) \leq f_{k}(C'_{k}). \quad (16)$$

Combining Ineq. (15) and (16), we have

$$\sum_{l=k}^{K} f_{k}(C'_{l}) \leq 2 f_{k}(C'_{k}) + f_{k}(C'_{k}) = 3 \cdot f_{k}(C'_{k}). \quad (17)$$

We conclude that $C_{k} = \{C'_{k}, C'_{k+1}, \ldots, C'_{K}\}$ is a $\frac{1}{3}$-approximate solution, since

$$f_{k}(C_{k}) = f_{k}(C'_{k}) + \sum_{l=k+1}^{K} f_{k}(C'_{l}) = f_{k}(C'_{k}), \quad \text{as } f_{k}(C'_{l}) = 0 \text{ with } k+1 \leq l \leq K \geq \frac{1}{3} \sum_{l=k}^{K} f_{k}(C'_{l}), \quad \text{by Ineq. (17)}. \quad (18)$$

The lemma then follows.

Theorem 1: Given $n$ Poles $v_{1}, v_{2}, \ldots, v_{n}$ in a disaster area, $K$ heterogeneous UAVs with energy capacities $B_{1}^{\text{max}}, B_{2}^{\text{max}}, \ldots, B_{K}^{\text{max}}$, respectively, a flying energy consumption function $w_{k} : E \mapsto R^{\geq 0}$ of each UAV $k$, a Pol monitoring energy consumption function $h_{k} : V \mapsto R^{\geq 0}$ of each UAV $k$, and a monitoring reward function $p : Z^{[1,K]} \times V \mapsto R^{\geq 0}$, there is a $\frac{1}{3}$-approximation algorithm, Algorithm 1, for the monitoring reward maximization problem, which takes time $O(K^{2}n^{3} \log n)$, where $Z^{[1,K]}$ represents the set of integers in $[1,K]$.

Proof: We claim that, for each $k$ with $1 \leq k \leq K$, tours $C_{k}, C_{k+1}, \ldots, C_{K}$ delivered by Algorithm 1 form a $\frac{1}{3}$-approximate solution to the monitoring reward maximization problem, under reward function $p_{k}(\cdot)$. Then, the tours $C_{1}, C_{2}, \ldots, C_{K}$ form a $\frac{1}{3}$-approximate solution to the problem under reward function $p(\cdot)$, since $p(\cdot) = p_{1}(\cdot)$.

We show the claim by an induction on the number $K$ of UAVs.

When there is only one UAV, i.e., $K = 1$, following Algorithm 1, we have $C_{1} = C'_{1}$, and $C_{1}$ is a $\frac{1}{2}$-approximate solution by invoking the approximation algorithm in [37]. Therefore, $C_{1}$ is a $\frac{1}{3}$-approximate solution.

We assume that the claim holds when there are no more than $K$ UAVs with $K \geq 1$.

We then consider the case where there are $K+1$ UAVs. Assume that $C_{1}, C_{2}, \ldots, C_{K}, C_{K+1}$ are the flying tours of UAVs $1, 2, \ldots, K+1$, respectively, which are delivered by Algorithm 1. For each $k$ with $2 \leq k \leq K$, the tours $C_{k}$ and $C_{k+1}$ follow Algorithm 1's prescription.
\( C_k, C_{k+1}, \ldots, C_{K+1} \) form a \( \frac{1}{3} \)-approximate solution under reward function \( p_k(\cdot) \), since there are no more than \( K + 1 - 2 + 1 = K \) UAVs. Consider the case that \( k = 1 \). For any UAV \( l \) and any Pol \( v_i \), following Algorithm 1, we have

\[
p_1(l, v_i) = f_1(l, v_i) + g_1(l, v_i). \tag{19}
\]

Consider the sum of rewards in the \( K + 1 \) tours \( C_1, C_2, \ldots, C_K, C_{K+1} \) under reward function \( p_1(\cdot) \). We have

\[
\sum_{k=1}^{K+1} p_1(C_k) = p_1(C_1) + \sum_{k=2}^{K+1} p_1(C_k)
\]

\[
= \sum_{v_i \in C_1} p_1(1, v_i) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} p_1(k, v_j), \text{ by Eq. (3)}
\]

As \( f_1(1, v_i) = p_1(1, v_i) \) if \( v_i \in C'_1 \), since \( V(C_1) \subseteq V(C'_1) \)

\[
= \sum_{v_i \in C_1} f_1(1, v_i) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} g_1(k, v_j), \text{ by Eq. (19)}
\]

By Eq. (19)

\[\sum_{v_i \in C_1} f_1(1, v_i) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} f_1(k, v_j) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} g_1(k, v_j) \]

\[= \sum_{v_i \in C_1} f_1(1, v_i) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} f_1(k, v_j) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} g_1(k, v_j), \text{ as } f_1(k, v_j) = 0 \text{ if } k \geq 2 \text{ and } v_j \notin C'_1 \]

\[= \sum_{v_i \in C_1} f_1(1, v_i) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} f_1(1, v_j) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} g_1(k, v_j), \text{ as } f_1(k, v_j) = f_1(1, v_j) \text{ if } k \geq 2 \text{ and } v_j \in C'_1 \]

\[= \sum_{v_i \in C_1} f_1(1, v_i) + \sum_{v_j \in C_k \cap (U_{k=2}^{K+1} C_k)} f_1(1, v_j) + \sum_{k=2}^{K+1} \sum_{v_j \in C_k} g_1(k, v_j) \]

\[= \sum_{v_i \in C'_1} f_1(1, v_i) + \sum_{k=2}^{K+1} g_1(C_k), \text{ as } C'_1 = C_1 \cup (C'_1 \cap (U_{k=2}^{K+1} C_k)) \]

\[= f_1(C'_1) + \sum_{k=2}^{K+1} g_1(C_k). \tag{20} \]

Denote by \( C^*_p = \{C^*_p, C^*_p, \ldots, C^*_p, K+1 \} \) an optimal solution to the monitoring reward maximization problem under reward function \( p_1(\cdot) \).

Denote by \( C^*_f = \{C^*_f, C^*_f, \ldots, C^*_f, K+1 \} \) an optimal solution to the problem under reward function \( f_1(\cdot) \), and denote by \( C^*_g = \{C^*_g, C^*_g, \ldots, C^*_g, K+1 \} \) the optimal solution to the problem under reward function \( g_1(\cdot) \).

Following Lemma 2, the sum of rewards in tour \( C'_1 \) is no less than \( \frac{1}{3} \) of the sum of rewards in the tours of \( C'_j \), i.e.,

\[f_1(C'_1) \geq \frac{1}{3} f_1(C'_j). \tag{21} \]

It can be seen that \( C^*_p \) is a feasible solution to the problem under reward function \( f_1(\cdot) \). Then,

\[f_1(C'_j) \geq f_1(C^*_p), \tag{22} \]

as \( C^*_j \) is the optimal solution under reward function \( f_1(\cdot) \). Notice that \( g_1(\cdot) = p_2(\cdot) \). Following the assumption that the \( K \) tours \( C_2, C_3, \ldots, C_K, C_{K+1} \) form a \( \frac{1}{3} \)-approximate solution to the problem under reward function \( p_2(\cdot) \), we have

\[\sum_{k=2}^{K+1} g_1(C_k) \geq \frac{1}{3} g_1(C^*_g). \tag{23} \]

It can be seen that \( C^*_p \) is a feasible solution to the problem under reward function \( g_1(\cdot) \). Then,

\[g_1(C^*_p) \geq g_1(C^*_g), \tag{24} \]

as \( C^*_g \) is the optimal solution under reward function \( g_1(\cdot) \).

We estimate a lower bound on the sum of rewards of tours \( C_1, C_2, \ldots, C_{K+1} \) as

\[
\sum_{k=1}^{K+1} p_1(C_k) = f_1(C'_1) + \sum_{k=2}^{K+1} g_1(C_k), \text{ due to Eq. (20)}
\]

\[
\geq \frac{1}{3} f_1(C^*_p) + \frac{1}{3} g_1(C^*_p), \text{ due to Ineq. (21)}(24)
\]

\[
= \frac{p_1(C^*_p)}{3}, \text{ as } p_1(C^*_p) = f_1(C^*_p) + g_1(C^*_p).
\]

(25)

That is, the \( K + 1 \) tours \( C_1, C_2, \ldots, C_{K+1} \) form a \( \frac{1}{3} \)-approximate solution to the problem under reward function \( p_1(\cdot) \) when there are \( K + 1 \) UAVs.

The time complexity of Algorithm 1 is analyzed as follows. It can be seen that the running time of Algorithm 1 is dominated by \( O(K^2) \) invoking the approximation algorithm in [37] that takes \( O(n^3 \log n) \) time. The time complexity of Algorithm 1 thus is \( O(K^2 n^3 \log n) \). The theorem then follows.

The rest is to show that the approximation ratio \( \frac{1}{3} \) of the proposed algorithm is tight by an extreme example. Consider a special case where there are \( K = 2 \) UAVs in Fig. 4, each UAV can monitor Pols \( v_1 \) and \( v_2 \), or monitor Pol \( v_3 \), but cannot monitor the three Pols in its tour at the same time due to the energy capacity on the UAVs. Fig. 4(a) shows the optimal solution, where the first UAV monitors Pol \( v_3 \) and the reward is 4, whereas the second UAV monitors Pols \( v_1 \) and \( v_2 \) and the sum of rewards of \( v_1 \) and \( v_2 \) is \( 1 + 1 = 2 \). Thus, the sum of rewards in the optimal solution is \( 4 + 2 = 6 \).

On the other hand, since the approximation algorithm in [37] delivers a \( \frac{1}{3} \)-approximate solution to the problem with one UAV only, the first UAV may monitor Pols \( v_1 \) and \( v_2 \) in its tour \( C_1 \), see Fig. 4(b), as \( p_1(C_1) = 2 \geq \frac{1}{2} p_1(C'_1) \), where
the optimal value is 6, i.e., \( p = 1 \) is tight. This indicates that the approximation ratio \( A \). Experiment Environment

In this section, we evaluated the performance of the proposed algorithm against other heuristics for the monitoring reward maximization problem in disaster areas. We also studied the impact of important parameters on the performance of the proposed algorithm including the number of UA Vs, the number of PoIs, and the maximum PoI weight, respectively.

VI. PERFORMANCE EVALUATION

In this section, we evaluated the performance of the proposed approximation algorithm against other heuristics for the monitoring reward maximization problem in disaster areas. We also studied the impact of important parameters on the performance of the proposed algorithm including the number of UA Vs, the number of PoIs, and the maximum PoI weight, respectively.

A. Experiment Environment

Consider a disaster area in a \( 5 \text{ km} \times 5 \text{ km} \times 300 \text{ m} \) three-dimensional space [14], in which the number of PoIs deployed varies from 50 to 200. We adopt real parameters of five different types of UA Vs: DJI Phantom 4 RTK [4], DJI Mavic 2 Enterprise Advent [38], DJI M300 RTK [26], Parrot ANAFI Ai [39], and senseFly eBee X [25], and their detailed physical parameters are listed in Table II. Notice that the second and third types of UA Vs are equipped with both visual and thermal cameras, while the rest of the UA Vs are equipped with only visual cameras. The number \( K \) of UA Vs varies from 1 to 10, and the UA Vs are located at a depot \( r \) initially, where depot \( r \) is at a ground corner of the disaster area. For the \( k \)th UA V with \( 1 \leq k \leq K \), its type is randomly chosen from one of the five types of UA Vs. The value of the importance \( m_i \) of each PoI \( i \in V \) in Eq. (2) is randomly chosen from an interval \([m_{\text{min}}, m_{\text{max}}]\) with \( m_{\text{min}} = 1 \) and \( m_{\text{max}} = 10 \), respectively.

B. Benchmark Algorithms

To evaluate the performance of the proposed algorithm \textit{approAlg}, we considered four benchmark algorithms.

(i) Algorithm \textit{clusterAlg} [40] first partitions the PoIs in the disaster area into \( K \) subsets \( V_1, V_2, \ldots, V_K \) by the energy capacities on the \( K \) UA Vs, and there are more PoIs in \( V_k \) if the energy capacity on UAV \( k \) is larger. It then schedules UAV \( k \) to monitor PoIs in \( V_k \) such that the sum of rewards in its flying tour is maximized, subject to its energy capacity \( B_{k_{\text{max}}} \), by invoking the approximation algorithm for the orienteering problem in [37].

(ii) Algorithm \textit{forestGrowAlg} finds \( K \) flying tours for the \( K \) UA Vs by growing from a forest with \( K \) trivial trees with each tree \( T_k \) containing depot \( r \) only initially with \( 1 \leq k \leq K \) [14], [41]. Notice that each tree \( T_k \) can be transformed to a closed tour \( C_k \) and the cost of tour \( C_k \) is no greater than twice the cost of tree \( T_k \). It then adds a PoI \( v_i \) to a tree \( T_k \) such that the ratio of the monitoring reward \( p(k,v_i) \) to the increased cost \( \delta_i \) by inserting \( v_i \) to tour \( C_k \) is maximized, subject to the energy capacity on UAV \( k \). This procedure continues until either the insertion of any PoI violates the energy capacity on any of the \( K \) UA Vs or all PoIs have been contained in the \( K \) trees.

(iii) Algorithm \textit{greedyAlg} [27] first finds the flying tour \( C_{q_1} \) for a UAV \( q_1 \) such that the sum of rewards in the tour is maximized, subject to the UAV’s energy capacity, where \( 1 \leq q_1 \leq K \). It then removes the PoIs monitored in \( C_{q_1} \) from the set \( V \) of all PoIs, and finds the next flying tour in the similar way as finding \( C_{q_1} \) does. This procedure continues until the \( K \) flying tours for the \( K \) UA Vs are found.

(iv) Algorithm \textit{DRLAlg} [34] finds the flying tours of the \( K \) heterogeneous UA Vs, based on deep reinforcement learning. The value in each figure is the average result of 50 different network topologies with the same network size.
C. Algorithm Performance

We first studied the performance of different algorithms by varying the number $K$ of UAVs from 1 to 10 when there are $n = 100$ PoIs in the disaster area. Fig. 5(a) shows that the sums of rewards delivered by the three comparison algorithms $\text{approAlg}$, $\text{clusterAlg}$, and $\text{greedyAlg}$ are identical when there is one UAV only, i.e., $K = 1$, since the monitoring reward maximization problem degenerates to the orienteering problem in this case. Fig. 5(a) also demonstrates that the sum of rewards by algorithm $\text{approAlg}$ is from 4% to 10% larger than those by the other four algorithms $\text{clusterAlg}$, $\text{forestGrowAlg}$, $\text{greedyAlg}$, and $\text{DRLalg}$ when the number $K$ of UAVs grows from 2 to 10.

On the other hand, Fig. 5(b) plots the running time curves of different algorithms by varying $K$ from 1 to 10. It can be seen that algorithm $\text{approAlg}$ takes no more than 8 seconds. In addition, the running times of algorithms $\text{approAlg}$, $\text{forestGrowAlg}$, $\text{greedyAlg}$, and $\text{DRLalg}$ become longer when $K$ becomes larger. However, the running time of algorithm $\text{clusterAlg}$ becomes shorter with the increase on $K$. The rationale behind this phenomenon is in that algorithm $\text{clusterAlg}$ first partitions the PoIs in the disaster area into $K$ subsets $V_1, V_2, \ldots, V_K$ by the energy capacities on the $K$ UAVs, and the $k$th UAV then monitors the PoIs in $V_k$ with $1 \leq k \leq K$, where the flying tour of the $k$th UAV is found by invoking the approximation algorithm with time complexity of $O(n_k^3 \log n_k)$ [37]. The time complexity of algorithm $\text{clusterAlg}$ then is $\sum_{k=1}^{K} O(n_k^3 \log n_k)$, where $n_k = |V_k|$, $\sum_{k=1}^{K} n_k = n = |V|$. It can be seen that the time complexity $\sum_{k=1}^{K} O(n_k^3 \log n_k)$ becomes smaller with the growth of $K$. For example, the time complexity is $O(n^3 \log n)$ when $K = 1$, which is larger than the time complexity $O(n_1^3 \log n_1) + O(n_2^3 \log n_2) = O(n^{3\cdot \log n})$ when $K = 2$, assuming that $n_1 = n_2 = \frac{n}{2}$.

We then evaluated the performance of different algorithms by increasing the number $n$ of PoIs from 50 to 200 when there are $K = 5$ UAVs deployed. It can be seen from Fig. 6 that the sum of rewards by each of the five algorithms $\text{approAlg}$, $\text{clusterAlg}$, $\text{forestGrowAlg}$, $\text{greedyAlg}$, and $\text{DRLalg}$ becomes larger with the growth on the number $n$ of PoIs. The rationale behind is that the average distance among PoIs becomes shorter when more PoIs are in the disaster area, then the flying energy consumption of each UAV is smaller, and each UAV thus saves energy to monitor more PoIs. Fig. 6 also plots that the curves of the sum of rewards by the proposed algorithm $\text{approAlg}$ against
other comparison algorithms, which is around from 9% to 12% larger than those by the other four algorithms.

We finally investigated the performance of the proposed algorithm by increasing the maximum PoI weight $m_{max}$ from 1 to 10 when there are $n = 100$ Pols and $K = 5$ UAVs deployed, where the weight $m_i$ of PoI $v_i \in V$ is randomly chosen from an interval $[1, m_{max}]$, the weight $m_i$ is proportional to the number of people trapped at PoI $v_i$, and the monitoring reward received by a UAV for monitoring PoI $v_i$ is proportional to its PoI weight $m_i$ (see Eq. (2) in Section III-B). It can be seen that the numbers of people at different Pols vary more significantly when the value of the maximum PoI weight $m_{max}$ is larger. Fig. 7 shows that the sum of rewards by algorithm $\text{approAlg}$ is from 15% to 25% larger than those by the other four algorithms when $m_{max}$ increases from 1 to 10.

VII. CONCLUSION

In this paper, we studied the scheduling of $K$ heterogeneous UAVs for PoI monitoring in a disaster area, where different UAVs have different energy capacities and the monitoring rewards of each PoI received by different UAVs are different. We investigated a problem of scheduling $K$ heterogeneous UAVs to monitor the Pols in the disaster area such that the sum of monitoring rewards received by all UAVs is maximized, subject to energy capacities on the UAVs. We proposed the very first $\frac{1}{3}$-approximation algorithm for the problem, and showed that this approximation ratio is tight through an extreme example. We also conducted extensive experiments using real parameters of commercial UAVs. Experimental results showed that the proposed algorithm is promising. Especially, the sum of monitoring rewards by the proposed algorithm is up to 25% larger than those by comparison algorithms.
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