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Abstract—Driven by data and models, the digital twin technique presents a new concept of optimizing system design, process monitoring, decision-making and more, through performing comprehensive virtual-reality interaction and continuous mapping. By introducing serverless computing to Mobile Edge Computing (MEC) environments, the emerging serverless edge computing paradigm facilitates the communication-efficient digital twin services and promises agile, fine-grained and cost-efficient provisioning of limited resource poverty and inefficient management [12]. Following the Function-as-a-Service (FaaS) paradigm, serverless computing is anticipated to endow MEC with fine-grained and high-elasticity resource allocation, by leveraging serverless functions based on container technology [7]. Extend-}

1 INTRODUCTION

Dubbed “the next iteration of the internet”, the incep-
tion of the metaverse introduces a ubiquitous and immer-
sive digital world, where users produce content, manage their digital assets, and communicate with each other, disruptively revolutionizing the lifestyle of people beyond the bounds of the physical world [11]. Postulated as indispensable components in the metaverse to digitalize the physical world, digital twins are the digital portraits of physical objects with their physical being and behaviors projected onto the metaverse [25]. Digital twins mirror their physical counterparts via real-time monitoring and synchronization, and enable vivid simulations for insightful forecasting and optimization [36]. Powered by digital twins, the network service provider tailors data gathering and analysis for individual users and network infrastructure with real-time and seamless physical-digital world interactions, painting a hyper-realistic and satisfactory experience for each individual user [9].

While impressive, the creation and maintenance of digital twins are data-intensive and acquire timely data analy-
as primary digital twin, established in the remote cloud with abundant resource to simulate the states and behaviors of the user, thereby providing personalized and user-centric services. Through performing analysis and simulations on primary digital twins cooperatively by the powerful cloud, each primary digital twin of a user can offer query results to the user for guidance and decision-making, which, however, inevitably causes long query service delays due to the communication between users and the remote cloud. Therefore, we deploy digital twin replicas of the primary digital twins in cloudlets, and each digital twin replica can be implemented by a serverless function for efficient management. Rather than querying the primary digital twin with a long service delay, a user can upload the raw data to the digital twin replica for analysis and obtain a query result with a low service delay. The raw data is then compressed by the digital twin replica and sent to the primary digital twin for synchronization.

Placing digital twin replicas in cloudlets to offer delay-sensitive query services to mobile users poses the following fundamental challenges.

(i) The first challenge is how to characterize the utility gain of augmenting user service satisfaction by deploying digital twin replicas for serving mobile users with reduced service delays, instead of users querying only the primary digital twins in the remote cloud?

(ii) A critical issue in serverless computing is the non-negligible cold start delay caused by plenty of initialization operations to instantiate a container, which deteriorates the perceived user service experience. The mainstream method to address such an issue is to warm up existing containers, i.e., reusing existing containers, and the start delay can be reduced significantly. At each time slot of the time horizon, there is a set of users issuing queries for digital twin data, and the second challenge is how to determine the placement of digital twin replicas in cloudlets to maximize the utility gain of providing query services to users, by instantiating new containers or reusing existing containers?

(iii) Given a finite time horizon and dynamic query requests from users with high mobility, the final challenge is how to maximize the accumulative utility gain over the time horizon without any future knowledge?

The novelties of this paper lie in handling the dynamic placement of digital twin replicas in MEC networks for users with dynamic mobility and queries, as well as introducing a novel metric to measure user satisfaction on digital twin-enabled query services. We formulate two optimization problems of placing digital twin replicas in MEC networks, and design approximation and online algorithms with guaranteed performance for the problems.

The main contributions of this paper are given as follows.

- We formulate two novel problems: the digital twin replica placement problem per time slot and the dynamic digital twin replica placement problem over a finite time horizon. We demonstrate their NP-hardness too.
- We provide an Integer Linear Program (ILP) solution for the digital twin replica placement problem when the problem size is small. Otherwise, we propose an approximation algorithm for the problem with a provable approximation ratio.
- We devise a performance-guaranteed online algorithm for a special case of the dynamic digital twin replica placement problem, via assuming that each user issues a query at each time slot. Furthermore, we develop an online algorithm for the dynamic digital twin replica placement problem.
- We evaluate the performance of the proposed algorithms through simulations. The results demonstrate the proposed algorithms are promising, outperforming their counterparts.

The rest of the article is arranged as follows. Section 2 surveys related studies. Section 3 includes problem definitions and provides NP-hardness proofs of the proposed problems. Section 4 proposes an approximation algorithm for the digital twin replica placement problem, and Section 5 develops a performance-guaranteed online algorithm for a special dynamic digital twin replica placement problem, along with an online algorithm for the dynamic digital twin replica placement problem, respectively. Section 6 provides the performance evaluation of the proposed algorithms. The article is concluded by Section 7.

2 RELATED WORK

Recent studies have recognized the advantages of serverless computing, and extended it to edge scenarios to realize serverless edge computing [2], [7], [13], [27], [28], [31], [37], [39]. Ascigil et al. [2] put efforts into optimizing the resource allocation for processing user requests within deadlines in serverless edge clouds, and proposed fully-centralized and fully-decentralized algorithms. Ko et al. [13] designed a resource management framework based on per-function queues in serverless edge computing, and formulated a Markov decision process-based problem, with the aim to reduce the demanded memory resource of warm starting containers, whilst completing tasks within deadlines. Pan et al. [27] settled on a problem of caching containers in serverless edge computing to minimize the system cost. To solve the problem, they proposed online algorithms by mapping the problem to the ski-rental problem. Through utilizing the extensive collected telemetry data, Pelle et al. [28] presented a novel mechanism for efficient placement and configuration of delay-sensitive serverless functions in an edge environment. Tang et al. [31] considered the competition for task scheduling, and formulated a problem based on a partially observable stochastic game in order to optimize the collected utility of each edge node in serverless edge computing. Xu et al. [37] concentrated on minimizing the age of the results of big data queries executed in serverless edge clouds. They devised an approximation algorithm to deal with the admission of a single query, and an online learning algorithm for multiple queries with dynamic arrivals. However, the above-mentioned studies did not consider adopting serverless edge computing to enhance the management of digital twin services.

The convergence of MEC and digital twin technologies introduces a new dimension in improving network service provisioning, and has attracted lots of attention recently [14], [15], [17], [18], [23], [25], [33], [41]. Li et al. [14]...
considered a digital twin-assisted MEC network, and proposed efficient algorithms for reliable service function chain-enabled network services. Lin et al. [23] adopted an incentive-based strategy to deal with digital twin service demands to maximize the long-term profit, by leveraging the Lyapunov optimization technique. Liu et al. [25] studied edge collaboration in intelligent task offloading with the assistance of digital twins, and devised a learning-based algorithm to mask the consumed power and network delay. Wang et al. [33] implemented a hierarchical digital twin IoT framework in MEC based on the blockchain technology. They aimed to mitigate service delay and energy consumption, while achieving real-time computation with reliability and security. Zhang et al. [41] devised a deep deterministic policy gradient-based approach to mitigate the energy consumption for offloading tasks, caching services and allocating resources in a digital twin edge network. User or object mobility has also been investigated by existing research in providing digital twin services in MEC environments [9], [16], [21], [30], [42]. Gong et al. [9] considered the mobility of vehicles in a vehicle edge network, and proposed a holistic network virtualization mechanism in service-centric and user-centric manners by incorporating digital twins into network slicing. Li et al. [16], [21] took the mobility of physical objects into account, and proposed approximation and online algorithms to offer query results with low age of information to users in MEC under the static and dynamic digital twin placement schemes, respectively. Sun et al. [30] explored uncertain user mobility and system dynamics, and designed a mobile offloading framework in a digital twin edge network, where digital twins are utilized to estimate the states of edge servers. Zheng et al. [42] approached the synchronization issue between vehicles and their digital twins, through developing a learning-based algorithm for network selection. However, the above-mentioned studies considered neither deploying digital twin replicas in edge networks to provide satisfactory query services to users, nor applying serverless edge computing for implementing digital twin replicas based on serverless functions to improve the resource efficiency at network edge.

Unlike the aforementioned works, in this paper, we focus on user satisfaction enhancement on query services in serverless edge computing, built upon digital twin data. We investigate the dynamic digital twin replica placement in MEC, where the digital twin replicas are implemented based on serverless functions, considering the dynamic user query arrivals and the dynamic mobility of users.

3 Preliminaries

In this section, we introduce the system model, notions, notations, and problem definitions.

3.1 System model

Consider an MEC network, modelled by an undirected graph $G = (V \cup \{v_0\}, E)$ with a set $V$ of Access Points (APs), a set $E$ of links connecting APs, and a remote cloud $v_0$. Each AP is co-located with a cloudlet, while they are interconnected by an optical fiber cable with negligible communication delay between them [26]. We abuse notion $v \in V$ to denote an AP or its co-located cloudlet. We assume the main resource demand of a serverless function is the memory resource [59], according to serverless platforms [1], [3], [5], because the amount of data loaded to the memory is related to the amount of memory allocated to a serverless function [37], and the amount of computing resource allocated to a serverless function is proportional to the amount of memory allocated to the serverless function [6]. We thus only consider memory resource constraints on cloudlets for the implementation of digital twin replicas. Denote by $M_v$ the amount of available memory resource in cloudlet $v \in V$. Let $d_e$ be the communication delay for transmitting a unit of data along link $e \in E$ [39]. Each AP $v \in V$ is interconnected to the remote cloud $v_0$ via a gateway, and the communication delay between an AP and the remote cloud via the gateway is far longer than that between any pair of APs [19].

Suppose the monitoring time horizon of the MEC network is divided into equal time slots. Denote by $T = \{1, 2, \ldots, |T|\}$ the set of time slots.

3.2 User queries with user mobility and digital twin replicas

Let $U$ be a set of users, which are highly mobile in the network during the time horizon $T$. There is a subset of users $U_i \subseteq U$ at each time slot $t \in T$, and each user $u \in U_i$ issues a query with uploading its query raw data with size $s(u, t)$ to the digital twin of the user for a query result, and the digital twin then returns the query result back to the user. The uploaded raw data will also facilitate the synchronization between the digital twin and the user, i.e., its physical object.

Suppose a digital twin of each user $u \in U$ has been deployed in the remote cloud $v_0$, referred to as the primary digital twin of the user. Intuitively, user queries can be processed in their primary digital twins in the remote cloud, which, however, will cause long response delays. A viable solution is to deploy a digital twin replica of the user in a cloudlet to provide delay-sensitive digital twin services to the user. Especially, instead of sending the raw data to the primary digital twin in the remote cloud, the raw data is sent to the digital twin replica in the cloudlet for analysis first, and the query result is then sent to the user. Meanwhile, the raw data is compressed with a much smaller volume at the digital twin replica, and then sent to the primary digital twin in the cloud for synchronization, thereby saving the bandwidth resource and communication costs. Notice that the query of a user can be processed in either a digital twin replica in the cloudlet or the primary digital twin in the cloud.

Following the serverless computing paradigm, we consider implementing each digital twin replica by a serverless function based on a container, which encapsulates the required packages of the digital twin replica. Denote by $m_u$ the amount of demanded memory resource of a container for implementing the digital twin replica of user $u$.

Instantiating a container usually incurs a considerable delay, i.e., the cold start delay [27]. Because the required packages of containers for the same digital twin replica are considered to be identical, the container for a digital twin
replica of a user at time slot $t$ can be reused for another query of the user at the next time slot $t+1$. E.g., suppose that a container for a digital twin replica is instantiated in a cloudlet to provide the query service to a user at time slot $t$. After processing the query, the service provider determines whether to keep or remove the container for the service. If the container is kept, the user issuing another query at the next time slot $t+1$ can leverage the container for processing, i.e., warm start, and the warm start delay is negligible [27].

Note that primary digital twins in remote cloud for services are considered to be always in the warm states, because there are abundant computing and memory resources in clouds.

### 3.3 Delay model

Because the query result usually is small, its downloading time is insignificant [19]. The service delay of a query composes (1) the communication delay from the user to the digital twin, and (2) the processing delay on the digital twin, defined as follows.

**The communication delay from the user to the digital twin:** Suppose a user $u \in U_t$ moves to location $v_{u,t} \in V$ at time slot $t$, and issues a query with the size $s(u,t)$ of the raw data. The communication delay of transmitting the raw data of user $u$ to the digital twin replica in the cloudlet (or the primary digital twin in the remote cloud) $v \in V \cup \{v_0\}$ at time slot $t$ is

$$d_{com}(u,v,t) = s(u,t) \cdot d(v_{u,t}, v),$$

(1)

where $d(v_{u,t}, v)$ is the communication delay of transmitting a unit of data through the shortest path (or the gateway) from the location $v_{u,t}$ of the user to node $v \in V \cup \{v_0\}$.

**The processing delay of the digital twin:** Denote by $\rho_{u,v_0}$ the processing time of a unit of data by the primary digital twin of user $u$ in remote cloud $v_0$, and $\rho_{u,v}$ the processing time of a unit of data by the digital twin replica of user $u$ in cloudlet $v \in V$. We analyze the processing delay of the digital twin by distinguishing two cases as follows.

- **Case 1.** The query of user $u$ is processed by the digital twin replica in a cloudlet $v \in V$, and the container of the digital twin replica is newly instantiated, i.e., cold start. Denote by $d_{proc}^{cold}$ the cold start delay of instantiating the container of the digital twin replica of user $u$ in cloudlet $v \in V$ at time slot $t$. Then the processing delay of the digital twin replica of user $u$ in cloudlet $v \in V$ at time slot $t$ is

$$d_{proc}(u,v,t) = d_{proc}^{cold} + s(u,t) \cdot \rho_{u,v}. $$

(2)

- **Case 2.** The query of user $u$ is processed by the primary digital twin in the remote cloud, or the digital twin replica in a cloudlet with a warm start, i.e., user $u$ reuses the existing container of the digital twin replica. We can observe that the cold start delay is not considered, and the processing delay of the primary digital twin of user $u$ in node $v \in V \cup \{v_0\}$ at time slot $t$ is

$$d_{proc}(u,v,t) = s(u,t) \cdot \rho_{u,v}. $$

(3)

Let $I_{u,v,t}$ be a binary constant indicator, and $I_{u,v,t} = 1$ shows user $u \in U_t$ issues a query at the last time slot $t-1$, with the query processed by a digital twin replica (or the primary digital twin) in node $v \in V \cup \{v_0\}$; otherwise,$I_{u,v,t} = 0$. We can see $I_{u,v,t} = 0, \forall u \in U_t, v \in V \cup \{v_0\}$ at the initial time slot 1, because no query is issued before the time horizon. We set $d_{proc}^{cold} = 0$ for the remote cloud $v_0$, $\forall u \in U_t, \forall t \in T$. By Eq. (2) and (3), we have

$$d_{proc}(u,v,t) = (1 - I_{u,v,t}) \cdot d_{proc}^{cold} + s(u,t) \cdot \rho_{u,v}. $$

(4)

Therefore, suppose a query is processed by a digital twin replica in the cloudlet (or the primary digital twin in the remote cloud) $v \in V \cup \{v_0\}$, the service delay of the query issued by user $u$ at time slot $t$ is

$$D(u,v,t) = d_{com}(u,v,t) + d_{proc}(u,v,t). $$

(5)

### 3.4 Utility gain

Queries can always be processed by primary digital twins in remote cloud $v_0$, which, however, usually leads to high query service delays. Through deploying digital twin replicas in cloudlets for query processing, such query service delays can be significantly reduced, and the user service satisfactions are augmented. In the following, we use the utility gain $H_{u,v,t}$ to capture the user service satisfaction augmentation of each user $u \in U_t$ issuing a query at time slot $t$ when processing the query by the digital twin in node $v \in V \cup \{v_0\}$.

$$H_{u,v,t} = D(u,v_0,t) - D(u,v,t), $$

(6)

where $D(u,v_0,t)$ is the query service delay in the case that the query is processed by the primary digital twin of the user in remote cloud $v_0$, and $D(u,v,t)$ is the query service delay when processing the query by the digital twin of the user in node $v \in V \cup \{v_0\}$.

Utility gain $H_{u,v,t}$ with $v \in V$ implies the query service delay reduction through deploying a digital twin replica for its user in cloudlet $v \in V$, and we have $H_{u,v_0,t} = 0, \forall u \in U_t, t \in T$.

### 3.5 Problem definitions

We first consider the digital twin replica placement problem for a single time slot within the defined MEC network $G$ as follows. Given the placed digital twin replicas and their containers in $G$ in the last time slot $t-1$, we determine the placement of digital twin replicas for issued queries by users in $U_t$ at time slot $t$ to enhance user satisfactions, through determining whether to reuse the deployed containers at time slot $t-1$, considering memory resource constraints on cloudlets. Note that no digital twin replica is placed in cloudlets before the initial time slot 1. Therefore, the deployment of digital twin replicas in cloudlets at time slot 1 suffers from cold starts.

**Definition 1.** Given an MEC network $G = (V \cup \{v_0\}, E)$, a single time slot $t$, a set $U_t$ of users issuing queries at time slot $t$ with each query uploading the size $s(u,t)$ of raw data for analyzing, and a set $V$ of cloudlets, the digital twin replica placement problem is to maximize the total utility gain of issued queries by users in $U_t$ at time slot $t$, through determining the placement of digital twin replicas enabled by containers in $G$ at time slot $t$, subject to memory capacities of cloudlets in $V$.

We then consider the dynamic digital twin replica placement problem. Given time horizon $T$, a set $U$ of users move
within the MEC network during the time horizon, and there is a set \( U_t \subseteq U \) of users issuing queries at each time slot \( t \in T \) without any knowledge about future user queries, i.e., the set \( U_t \) of users and their locations are revealed at the beginning of each time slot \( t \). The dynamic digital twin replica placement problem is to dynamically determine whether to reuse existing containers or instantiate new containers for implementing digital twin replicas to maximize the accumulative user satisfactions during time horizon \( T \) without any future knowledge.

**Definition 2.** Given an MEC network \( G = (V \cup \{v_0\}, E) \), a finite time horizon \( T \) and a set \( U \) of users moving in MEC network \( G \) within the time horizon \( T \), a set \( U_t \) of user issue queries at each time slot \( t \in T \) with each query uploading the size \( s(u, t) \) of raw data for analyzing. Without any future knowledge, the dynamic digital twin replica placement problem is to maximize the accumulative utility gain of user queries over time horizon \( T \), through dynamically determining the placement of digital twin replicas enabled by containers at each time slot \( t \in T \), subject to memory capacities of cloudlets in \( V \).

All symbols adopted in this paper are listed in Table 1.

### 3.6 NP-hardness of the defined problems

**Theorem 1.** The digital twin replica placement problem in an MEC network \( G = (V \cup \{v_0\}, E) \) is NP-hard.

**Proof** The NP-hardness of the digital twin replica placement problem is demonstrated via reducing from the NP-hard Generalized Assignment Problem (GAP) [8]. Given a set of bins with each possessing a capacity, there is a set of items with each possessing a weight, and we can collect a profit via packing an item into a bin. The GAP is to maximize the collected profit, subject to capacities of bins.

The detailed problem reduction is as follows. We treat remote cloud \( v_0 \) as a bin with an unlimited capacity, while each cloudlet \( v \in V \) is treated as a bin possessing a capacity of \( M_v \), i.e., its available memory resource. We also treat each user \( u \in U_t \) as an item possessing a weight \( m_u \), i.e., the consumed memory resource of a container to instantiate the digital twin replica of user \( u \). If user \( u \) is allocated to cloudlet/remote cloud \( v \in V \cup \{v_0\} \) for processing, a profit \( H_{u,v,t} \) is obtained, and \( H_{u,v,t} \) is its utility gain calculated by Eq. (6). We observe that the digital twin replica placement problem is equivalent to a GAP [8], which is NP-hard. Thus, the digital twin replica placement problem is NP-hard.

**Corollary 1.** The dynamic digital twin replica placement problem in an MEC network \( G = (V \cup \{v_0\}, E) \) is NP-hard.

**Proof** We show that the digital twin replica placement problem is NP-hard by Theorem 1. Because the digital twin replica placement problem is a special case of the dynamic digital twin replica placement problem with a single time slot, the dynamic digital twin replica placement problem is also NP-hard.

### 4 Approximation Algorithm for the Digital Twin Replica Placement Problem

In this section, we provide an Integer Linear Program (ILP) solution to the digital twin replica placement problem if the problem size is small. Otherwise, we develop an approximation algorithm for it, via reducing it to a Generalized Assignment Problem (GAP).
4.1 ILP formulation

Let $x_{u,v,t}$ be a binary decision variable, where $x_{u,v,t} = 1$ means the query of user $u$ is processed in a cloudlet or remote cloud $v \in V \cup \{v_0\}$ at time slot $t$, and $x_{u,v,t} = 0$ otherwise. Especially, if the query of user $u$ is processed in a cloudlet $v \in V$ with $x_{u,v,t} = 1$, the query is assigned to a digital twin replica enabled by a container in cloudlet $v$. Otherwise (the query of user $u$ is processed in the remote cloud $v_0$ with $x_{u,v_0,t} = 1$), the query is processed by the primary digital twin in the remote cloud.

The ILP for the digital twin replica placement problem at time slot $t$ is formulated as follows.

Maximize \[
\sum_{u \in U_t} \sum_{v \in V \cup \{v_0\}} H_{u,v,t} \cdot x_{u,v,t},
\]
subject to:

\[
\text{Eq. (1), Eq. (4), Eq. (5), Eq. (6),}
\]
\[
\sum_{u \in U_t} m_u \cdot x_{u,v,t} \leq M_v, \quad \forall v \in V \quad (8)
\]
\[
\sum_{v \in V \cup \{v_0\}} x_{u,v,t} = 1, \quad \forall u \in U_t \quad (9)
\]
\[
x_{u,v,t} \in \{0,1\}, \quad \forall u \in U_t, \forall v \in V \cup \{v_0\}. \quad (10)
\]

Objective (7) is the total utility gain collected by deploying digital twin replicas for users $U_t$ in cloudlets, and the utility gain $H_{u,v,t}$ is defined by Eq. (6). Constraint (8) indicates the memory resource constraints of cloudlets. Constraint (9) means the query of each user in $U_t$ is processed in either a cloudlet or a remote cloud. Constraint (10) means $x_{u,v,t}$ is a binary decision variable showing whether the query of user $u$ is processed in a cloudlet (or remote cloud).

4.2 Approximation algorithm

We devise an approximation algorithm for the digital twin replica placement problem, via reducing the problem to a GAP, and there is an approximation algorithm for it [6].

In the following, we show the detailed problem reduction. With regard to each cloudlet $v \in V$, there is a bin $b_v$ with the capacity $M_v$, i.e., the available memory resource of cloudlet $v$. Meanwhile, remote cloud $v_0$ has a corresponding bin $b_{v_0}$ and its capacity is unlimited. For each user $u \in U_t$, there is an item $i_u$ with the weight of $m_u$, i.e., the consumed memory resource of a container to enable the digital twin replica of user $u$. Assigning item $i_u$ to a bin $b_v$ with $v \in V \cup \{v_0\}$ brings a profit $H_{u,v,t}$ i.e., the utility gain of assigning the query of user $u$ to cloudlet/remote cloud $v$ by Eq. (6).

The proposed algorithm for the digital twin replica placement problem is detailed in Algorithm 1.

4.3 Algorithm analysis

We now analyze the approximation ratio and time complexity of Algorithm 1.

**Theorem 2.** Given an MEC network $G = (V \cup \{v_0\}, E)$, a single time slot $t$, and a set $U_t$ of users issuing queries at time slot $t$, there is an approximation algorithm, Algorithm 1 for the digital twin replica placement problem, which delivers an approximate solution with a $\frac{1}{2+\epsilon}$ approximation ratio. The time complexity of Algorithm 1 is $O(|V|^3 + |V| \cdot |U_t| \cdot \log \frac{1}{\epsilon} + \frac{|V|}{\epsilon})$, where $\epsilon$ is a constant with $0 < \epsilon \leq 1$.

**Proof.** The approximation ratio of Algorithm 1 is obtained referring to the detailed analysis of the approximation algorithm from [6], i.e., the solution delivered by the algorithm is no less than $\frac{1}{2+\epsilon}$ times the optimal one.

The time complexity of Algorithm 1 is analyzed as follows. Identifying the shortest paths between each pair of APs takes $O(|V|^3)$ time, while the approximation algorithm in [6] takes $O(|V| \cdot |U_t| \cdot \log \frac{1}{\epsilon} + \frac{|V|}{\epsilon})$ time. Therefore, the time complexity of Algorithm 1 is $O(|V|^3 + |V| \cdot |U_t| \cdot \log \frac{1}{\epsilon} + \frac{|V|}{\epsilon})$.

5 ONLINE ALGORITHMS FOR THE DYNAMIC DIGITAL TWIN REPLICA PLACEMENT PROBLEM

In this section, we study the dynamic digital twin replica placement problem, where the set $U_t$ of users and their locations at time slot $t$ are revealed at the beginning of each time slot $t$. We first provide an ILP solution for the offline version of the dynamic digital twin replica placement problem, serving as a benchmark to evaluate the proposed online algorithms. We then consider a special case of the problem, by assuming $U_t = U, \forall t \in T$, i.e., each user $u \in U$ issues a query at each time slot $t$. We develop an online algorithm for the special problem with a provable competitive ratio. We finally develop an efficient online algorithm for the dynamic digital twin replica placement problem.

5.1 ILP formulation

We now provide an ILP formulation for the offline version of the dynamic digital twin replica placement problem. Recall that the binary decision variable $x_{t,u,v}$ indicates whether the query of user $u$ is processed in cloudlet/remote
cloud \( v \in V \cup \{v_0\} \). By Eq. (11), we can adopt \( x_{u,v,t-1} \) instead of the binary constant indicator \( I_{u,v,t} \) to show whether user \( u \in U_t \) issued a query at time slot \( t-1 \) with a digital twin replica (or the primary digital twin) in node \( v \in V \cup \{v_0\} \) for processing the query.

For notation simplicity, we define the static delay \( d_s(u, v, t) \) of assigning the query of user \( u \in U_t \) to \( v \in V \cup \{v_0\} \) at time slot \( t \) as follows,

\[
d_s(u, v, t) = \begin{cases} d_{com}(u, v, t) + s(u, t) \cdot \rho_{u,v} + d_{cold}^{u,v,t}, & t = 1 \\ d_{com}(u, v, t) + s(u, t) \cdot \rho_{u,v}, & t \geq 2, 
\end{cases}
\]

(11)

where \( d_{com}(u, v, t) \) is the communication delay of transmitting the raw data of user \( u \) to node \( v \in V \cup \{v_0\} \) by Eq. (1), and \( s(u, t) \cdot \rho_{u,v} \) is the processing time of the query of user \( u \) in node \( v \) at time slot \( t \). \( d_{cold}^{u,v,t} \) is the cold start delay of instantiating the container of the digital twin replica of user \( u \) in cloudlet \( v \in V \) at time slot \( t \), whilst \( d_{cold}^{0,v,0} \) is set at 0 for the remote cloud \( v_0 \).

Note that no digital twin replica is placed before time slot 1, and each digital twin replica deployed in a cloudlet at time slot 1 inevitably experiences a cold start. Therefore, the static delay of a query is considered to include the cold start delay at time slot 1. Meanwhile, we need to determine whether to reuse existing containers of digital twin replicas to avoid cold starts at each time slot \( t \geq 2 \). Therefore, we identify the static delay of a query without considering the cold start delay at time slot \( t \geq 2 \).

We can see when the query is processed by the primary digital twin of user \( u \) in remote cloud \( v_0 \) at time slot \( t \), its query service delay \( D(u, v_0, t) \) is its static delay, i.e., \( d_s(u, v, t) = D(u, v_0, t) \) with \( d_{cold}^{u,v,0} = 0 \), because the cold start delay is not included in the processing of a primary digital twin in the remote cloud.

Based on ILP (7) for the digital twin replica placement problem at time slot \( t \), the Integer Nonlinear Program (INP) is provided for the offline version of the dynamic digital twin replica placement problem as follows.

Maximize

\[
\sum_{t \in T} \sum_{u \in U_t} d_s(u, v_0, t) - \sum_{t \in T} \sum_{u \in U_t} \sum_{v \in V \cup \{v_0\}} d_s(u, v, t) \cdot x_{u,v,t} - \sum_{t \in [2,|T|]} \sum_{u \in U_t} \sum_{v \in V} d_{cold}^{u,v,t} \cdot (1 - x_{u,v,t-1}) \cdot x_{u,v,t},
\]

subject to:

Eq. (1), Eq. (11),

\[
\sum_{u \in U_t} m_u \cdot x_{u,v,t} \leq M_v, \quad \forall t \in T, \forall v \in V
\]

(13)

\[
\sum_{v \in V \cup \{v_0\}} x_{u,v,t} = 1, \quad \forall t \in T, \forall u \in U_t
\]

(14)

\[
x_{u,v,t} \in \{0,1\}, \quad \forall t \in T, \forall u \in U_t, \forall v \in V \cup \{v_0\}
\]

(15)

Referring to the definition of the static delay \( d_s(u, v, t) \) by Eq. (11), function \( \sum_{t \in T} \sum_{u \in U_t} d_s(u, v_0, t) \) is the accumulative query service delay when all queries are processed by their primary digital twin replicas in the remote cloud \( v_0 \). Function \( \sum_{t \in T} \sum_{u \in U_t} \sum_{v \in V \cup \{v_0\}} d_s(u, v, t) \cdot x_{u,v,t} \) is the accumulative static delay of all queries during the time horizon, consisting of the total service delay of queries at time slot 1, and the accumulative service delay of queries without considering the cold start delay since time slot 2. Function \( \sum_{t \in [2,|T|]} \sum_{u \in U_t} \sum_{v \in V} d_{cold}^{u,v,t} \cdot (1 - x_{u,v,t-1}) \cdot x_{u,v,t} \) is the accumulative cold start delay from time slot 2 to the end of the time horizon \( T \). Therefore, objective (12) is the accumulative utility gain of queries during the time horizon by the definition function (5) of the utility gain \( H_{u,v,t} \) at each time slot \( t \in T \).

We observe the objective function (12) is nonlinear, and the computation complexity of the INP (12) is high. Therefore, we perform the problem linearization, by introducing a binary variable \( y_{u,v,t} \), \( \forall t \in [2,|T|], \forall u \in U_t, \forall v \in V \), where \( y_{u,v,t} = 1 \) indicates the query service of user \( u \) processed in cloudlet \( v \) involves the cold start at time slot \( t \), and \( y_{u,v,t} \) is 0 otherwise.

Through adopting \( y_{u,v,t} \), the ILP is formulated for the offline version of the dynamic digital twin replica placement problem as follows.

Maximize

\[
\sum_{t \in T} \sum_{u \in U_t} d_s(u, v_0, t) - \sum_{t \in T} \sum_{u \in U_t} \sum_{v \in V \cup \{v_0\}} d_s(u, v, t) \cdot x_{u,v,t} - \sum_{t \in [2,|T|]} \sum_{u \in U_t} \sum_{v \in V} d_{cold}^{u,v,t} \cdot y_{u,v,t},
\]

subject to:

Eq. (1), Eq. (11),

\[
\sum_{u \in U_t} m_u \cdot x_{u,v,t} \leq M_v, \quad \forall t \in T, \forall v \in V
\]

(17)

\[
\sum_{v \in V \cup \{v_0\}} x_{u,v,t} = 1, \quad \forall t \in T, \forall u \in U_t
\]

(18)

\[
y_{u,v,t} \geq x_{u,v,t} - x_{u,v,t-1}, \quad \forall t \in [2,|T|], \forall u \in U_t, \forall v \in V
\]

(19)

\[
x_{u,v,t} \in \{0,1\}, \quad \forall t \in T, \forall u \in U_t, \forall v \in V \cup \{v_0\}
\]

(20)

\[
y_{u,v,t} \in \{0,1\}, \quad \forall t \in [2,|T|], \forall u \in U_t, \forall v \in V
\]

(21)

Through imposing the logic constraint (19) in such a maximization problem, \( y_{u,v,t} \) is functionally equivalent to \((1 - x_{u,v,t-1}) \cdot x_{u,v,t} \), \( \forall t \in [2,|T|], \forall u \in U_t, \forall v \in V \), which will be later shown in Lemma (1). Therefore, the solution by ILP (16) is optimal for the offline dynamic digital twin replica placement problem.

5.2 Online algorithm for a special case of the dynamic digital twin replica placement problem

Consider a special dynamic digital twin replica placement problem by assuming \( U_t = U_t \), \( \forall t \in T \), i.e., each user \( u \in U_t \) issues a query time slot \( t \). For such a special problem, we develop an online algorithm with a provable competitive ratio.

An intuitive online solution is to invoke Algorithm (1) for the digital twin replica placement at each time slot \( t \) in order to maximize the accumulative utility gain greedily. However, this will inevitably cause frequent replacements of digital twin replicas of users, and the accumulative cold
start delay of containers experienced by users can be prohibitive large during the time horizon, downgrading user service satisfaction on digital twin services dramatically.

Inspired by the work [40], we adopt an efficient policy to determine whether to replace digital twin replicas at each time slot $t$ through reusing existing containers, thereby mitigating the accumulative cold start delay. Recall that $d_s(t, u, v)$ is the static delay of assigning the query of user $u$ to node $v$ in $V \cup \{v_0\}$ at time slot $t$ defined in Eq. (11).

Let $D_s(t)$ be the total static delay of queries of users at each time slot $t \in T$. With regard to Eq. (11), $D_s(1)$ at time slot 1 is the total service delay of queries at time slot 1, because deploying a digital twin replica in a cloudlet at time slot 1 inevitably experiences a cold start for instantiating a container, while $D_s(t)$ with $t \geq 2$ is the total service delay of queries without considering the cold start delay at each time slot $t \geq 2$.

Similarly, we define the total dynamic delay $D_d(t)$ of users in $U$ at time slot $t \in T$, which incurs by the cold starts due to the replacement of digital twin replicas. Especially, $D_d(t)$ is the accumulative cold start delay experienced by users in $U$ at time slot $t$ with $t \geq 2$. Because the digital twin replica replacement is not considered at time slot 1, we set $D_d(1) = 0$ at time slot 1.

Referring to the definition function Eq. (6) of the utility gain, we observe the total utility gain at each time slot $t \in T$ is $\sum_{u \in U} d_s(u, v_0, t) - D_d(t) - D_s(t)$.

Now we develop an online algorithm for the special problem, by determining the digital twin replica replacement at each time slot. Initially, we obtain set $A_1$ of digital twin replicas for serving users in $U$ via invoking Algorithm 1 at time slot 1, and directly place digital twin replicas in $A_1$ in cloudlets by instantiating containers.

For each time slot $t \geq 2$, we first obtain set $A_t$ of digital twin replicas for placement by invoking Algorithm 1. However, we cannot directly adopt $A_t$ for digital twin replica replacement. In the following, we design an efficient policy to determine whether to replace digital twin replicas at each time slot $t \geq 2$.

Suppose $t$ is the last time slot when replacing digital twin replicas, with $t = 1$ initially. Let $\alpha > 1$ be a tuning parameter. If the total dynamic delay of queries at current time slot $t$ is no larger than $\frac{t}{\alpha}$ times the accumulative utility gain of queries from time slot 1 to $(t-1)$ when ignoring the dynamic delay, i.e., $D_d(t) \leq \frac{1}{\alpha} \cdot \sum_{t'=1}^{t-1} (\sum_{u \in U} d_s(u, v_0, t') - D_s(t'))$, we adopt $A_t$ for replacing digital twin replicas in cloudlets at time slot $t$; otherwise, the digital twin replicas are not replaced, i.e., the placement of digital twin replicas follows that at the previous time slot $t - 1$. The tuning parameter $\alpha$ helps bound the accumulative cold start delay, and a smaller $\alpha$ implies more tolerance on cold start delays, i.e., digital twin replicas are replaced more frequently; otherwise, a larger $\alpha$ indicates a less cold start delay is tolerated, i.e., less digital twin replica replacement is allowed.

The proposed online algorithm for the special dynamic digital twin replica placement problem is detailed in Algorithm 2.

Algorithm 2 Online algorithm for the special case of the dynamic digital twin replica placement problem

**Input:** An MEC network $G = (V \cup \{v_0\}, E)$, time horizon $T$, a set $U$ of users issuing queries at each time slot $t \in T$ with each query uploading the size $s(u, t)$ of raw data for analyzing, without any future information.

**Output:** Maximize the accumulative utility of all users by dynamically deploying digital twin replicas in cloudlets during time horizon $T$.

1: Obtain set $A_1$ of digital twin replicas by invoking Algorithm 1 and place digital twin replicas in $A_1$ to cloudlets at time slot 1;
2: $t \leftarrow 2$;
3: $\hat{t} \leftarrow 1$;
4: while $t \leq |T|$ do
5: Obtain the set $A_t$ of digital twin replicas at time slot $t$ by Algorithm 1;
6: Calculate the incurred delay $D_d(t)$ by $A_t$ at time slot $t$;
7: if $D_d(t) \leq \frac{1}{\alpha} \cdot \sum_{t'=1}^{t-1} \sum_{u \in U} d_s(u, v_0, t') - D_s(t')$ then
8: Adopt set $A_t$ for replacing digital twin replicas;
9: $\hat{t} \leftarrow t$;
10: else
11: Keep the placement of digital replicas in cloudlets at the previous time slot;
12: end if
13: $t \leftarrow t + 1$;
14: end while

Let $U_{t-1}$ and $U_t$ be the sets of users issuing queries at two sequential time slots $t - 1$ and $t$, with $t \geq 2$. Denote by $\Delta U_t \subseteq U_{t-1} \cap U_t$ the set of users with $t \geq 2$, and each user $u \in \Delta U_t$ issues queries at both time slots $t - 1$ and $t$, with a container deployed in a cloudlet at time $t - 1$ for instantiating a digital twin replica for user $u$. It can be seen that we need to determine whether to reuse existing containers for instantiating digital twin replicas for users in $\Delta U_t$ at time slot $t \geq 2$. Meanwhile, we need to consider instantiating new containers for the placement of digital twin replicas for serving users in $U_t \setminus \Delta U_t$ at time slot $t \geq 2$.

An online algorithm is proposed for the dynamic digital twin replica placement problem, through deploying digital twin replicas for users in $\Delta U_t$ and $U_t \setminus \Delta U_t$ respectively, with each time slot as an iteration.

At the initial time slot 1, we obtain set $A_1$ of digital twin replicas for serving users in $U_1$ by invoking Algorithm 1 and place digital twin replicas in $A_1$ in cloudlets directly. For each time slot $t \geq 2$, we first invoke Algorithm 1 to obtain a solution $\hat{A}_t(\Delta U_t)$, by considering deploying digital twin replicas in cloudlets of $\hat{V}$ for only users in $\Delta U_t$.

Following the similar spirit as Algorithm 2, we adopt the following policy to determine whether to replace digital twin replicas for users in $\Delta U_t$.

We calculate the incurred total static delay $D_s(\Delta U_t, t)$ and the total dynamic delay $D_d(\Delta U_t, t)$, i.e., the total cold start delay due to the replacement of digital twin replicas for users in $\Delta U_t$. At time slot $t$, if the total dynamic delay $D_d(\Delta U_t, t)$ of queries is no larger than $\frac{1}{\alpha}$ times the total utility gain of queries when ignoring the dynamic delay, i.e., $D_d(\Delta U_t, t) \leq \frac{1}{\alpha} \cdot \sum_{u \in \Delta U_t} d_s(u, v_0, t) - D_s(\Delta U_t, t)$, we adopt $\hat{A}_t(\Delta U_t)$ for replacing digital twin replicas in $\Delta U_t$.

5.3 Online algorithm

We finally develop an efficient online algorithm for the dynamic digital twin replica placement problem.
Algorithm 3 Online algorithm for the dynamic digital twin replica placement problem

Input: An MEC network $G = (V \cup \{v_0\}, E)$, time horizon $T$, a set $U_t$ of users issuing queries at each time slot $t \in T$ with each query uploading the size $s(u, t)$ of raw data for analyzing, without any future information.

Output: Maximize the accumulative utility of all users by dynamically deploying digital twin replicas in cloudlets during time horizon $T$.

1: Obtain the set $A_1$ of digital twin replicas by invoking Algorithm 1 and place digital twin replicas in $A_1$ in cloudlets at time slot 1;
2: $t \leftarrow 2$;
3: while $t \leq |T|$ do
4: Identify the set of users $\Delta U_t \subseteq U_{t-1} \cap U_t$, where each user $u \in \Delta U_t$ issues queries in both time slots $t-1$ and $t$, with a container deployed in a cloudlet $v \in V$ at time $t-1$;
5: Obtain the set $A_t(\Delta U_t)$ of digital twin replicas deployed in cloudlets $V$ for only users in $\Delta U_t$ by invoking Algorithm 1;
6: Identify the incurred dynamic delay $D_d(\Delta U_t, t)$ by $h_t(\Delta U_t)$ at time slot $t$;
7: if $D_d(\Delta U_t, t) \leq \frac{1}{\alpha} \cdot (\sum_{u \in \Delta U_t} d_s(u, v_0, t) - D_s(\Delta U_t, t))$ then
8: Adopt $h_t(\Delta U_t)$ for replacing the digital twin replicas for users in $\Delta U_t$;
else
9: Keep the placement of digital replicas for users in $\Delta U_t$ at the previous time slot $t-1$;
11: end if;
12: Update the residual memory resource on each cloudlet in $V$;
13: Invoke Algorithm 1 to identify the set $h_t(U_t \setminus \Delta U_t)$ of digital twin replicas in cloudlets $V$ with updated capacities for users in $U_t \setminus \Delta U_t$;
14: $t \leftarrow t + 1$;
15: end while;

cloudlets for users in $\Delta U_t$ at time slot $t$; otherwise, the digital twin replicas are not replaced, i.e., the placement of digital twin replicas for users in $\Delta U_t$ follows that at time slot $t-1$.

Having deployed digital twin replicas for users in $\Delta U_t$, we update the residual memory capacity of cloudlets of $V$, and invoke Algorithm 1 to obtain a solution $h_t(U_t \setminus \Delta U_t)$, by considering deploying digital twin replicas in cloudlets of $V$ for users in $U_t \setminus \Delta U_t$ only.

The proposed online algorithm for the dynamic digital twin replica placement problem is detailed in Algorithm 3.

5.4 Algorithm analysis

Lemma 1. The $y_{u,v,t}$ is functionally equivalent with $(1 - x_{u,v,t-1}) \cdot x_{u,v,t}, \forall t \in [2, |T|], \forall u \in U_t, \forall v \in V$, by imposing constraint [19].

Proof We prove the lemma by enumeration.

Especially, we have $y_{u,v,t} = 1$ by constraints [19] and [21], when $x_{u,v,t-1} = 0$ and $x_{u,v,t} = 1$, i.e., a container is deployed in cloudlet $v$ for instantiating a digital twin replica of user $u$ at time slot $t$, but the container is not deployed in cloudlet $v$ for the user at time slot $t-1$. Similarly, we have $y_{u,v,t} \geq 0$ by constraints [19] and [21], for the value pair of $(x_{u,v,t-1}, x_{u,v,t})$ with values of $(0, 0), (1, 0)$ and $(1, 1)$. We observe the objective function [16] is a maximization one, and the term $- \sum_{t=2}^{[T]} \sum_{u \in U_t} \sum_{v \in V} y_{u,v,t} \cdot y_{u,v,t}$ is non-positive. Therefore, to maximize the objective, it will implicitly set $y_{u,v,t} = 0$.

Hence, $y_{u,v,t}$ is functionally equivalent with $(1 - x_{u,v,t-1}) \cdot x_{u,v,t}, \forall t \in [2, |T|], \forall u \in U_t, \forall v \in V$, by imposing constraint [19].

Lemma 2. By Algorithm 2 for the special case of the dynamic digital twin replica placement problem, the accumulative dynamic delay of queries of users in $U$ is no larger than $\frac{1}{\alpha}$ times the accumulative utility gain of users in $U$ over time horizon $T$ when ignoring the dynamic delay, i.e., $\sum_{t=1}^{[T]} D_d(t) \leq \frac{1}{\alpha} \cdot \sum_{t=1}^{[T]} (\sum_{u \in U} d_s(u, v_0, t) - D_s(t)).$

Proof Let $i_j$ be the time slot of the $j$th replacement of digital twin replicas, with $i_0 = 1$ and $D_d(i_0) = 0$. Let $i_j \leq |T|$ be the time slot when the last digital twin replacement occurs during $T$. By the proposed policy for determining the digital twin replica replacement, we have

\[
\sum_{t=1}^{[T]} D_d(t) = \sum_{j} D_d(i_j) \\
\leq \frac{1}{\alpha} \cdot \sum_{j=1}^{i_j-1} (\sum_{u \in U} d_s(u, v_0, t) - D_s(t)) \\
\leq \frac{1}{\alpha} \cdot \sum_{t=1}^{[T]} (\sum_{u \in U} d_s(u, v_0, t) - D_s(t)),
\]

because $\sum_{u \in U} d_s(u, v_0, t) - D_s(t) \geq 0, \forall t \in T$.

Lemma 3. The optimal solution to the special case of the dynamic digital twin replica placement problem is no larger than $\sigma$ times the accumulative static delay in solution by Algorithm 2, i.e., $H^* \leq \sigma (\sum_{t=1}^{[T]} \sum_{u \in U} d_s(u, v_0, t) - \sum_{t=1}^{[T]} D_d(t))$, where $H^*$ is the optimal utility gain of the problem and $\sigma = \max_{t \in T} \left\{ \min \{ \sum_{u \in U} d_s(u, v_0, t) - D_d(t) \} \right\}$, i.e., the maximum ratio of the largest to the least utility gain when ignoring the dynamic delay at any time slot.

Proof Because of the definition of $\sigma$, we can obtain

\[
\sum_{u \in U} d_s(u, v_0, t) - D_d(t) \leq \sigma \cdot \sum_{u \in U} d_s(u, v_0, t) - D_d(t),
\]

where $D_d(t)$ is the static delay in the optimal solution of the problem at time slot $t$. Then,

\[
\sum_{t=1}^{[T]} \sum_{u \in U} d_s(u, v_0, t) - \sum_{t=1}^{[T]} D_d^*(t) \\
\leq \sigma \cdot \sum_{t=1}^{[T]} \sum_{u \in U} d_s(u, v_0, t) - \sum_{t=1}^{[T]} D_s(t).
\]

Let $D_d^*(t)$ be the dynamic delay in the optimal solution at time slot $t$. Because $H^*$ is the optimal utility gain of the
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Theorem 3. Given an MEC network $G = (V \cup \{ v_0 \}, E)$, time horizon $T$, a set $U$ of users issuing queries at each time slot $t \in T$, there is an online algorithm, Algorithm 2 with a competitive ratio of $\frac{1}{\alpha}(1 - \frac{1}{\alpha})$ for the special case of the dynamic digital twin replica placement problem, which takes $O(|V|^3 + |T| \cdot |V| \cdot |U| \cdot \log \frac{1}{\epsilon} + \frac{|T| \cdot |V|}{\alpha})$ time over time horizon $T$, where $\alpha > 1$ is a control parameter and $\sigma > 1$ is defined in Lemma 3.

Proof Suppose $H^*$ and $H$ are the cumulative utility gains obtained by the optimal solution and the solution delivered by Algorithm 2 for the special case of the dynamic digital twin replica placement problem, respectively. Then,

$$
U = \sum_{t=1}^{T} \sum_{u \in U} d_s(u, v_0, t) - \sum_{t=1}^{T} D_s(t) - \sum_{t=1}^{T} D_d(t)
$$

$$
\geq \sigma \left( \sum_{t=1}^{T} \sum_{u \in U} d_s(u, v_0, t) - \sum_{t=1}^{T} D_s(t) - \sum_{t=1}^{T} D_d(t) \right)
$$

$$
\geq \frac{1}{\alpha}(1 - \frac{1}{\alpha})H^*, \text{ by Lemma 3}.
$$

The time complexity of Algorithm 2 is dominated by invoking Algorithm 1 at each time slot. Referring to Theorem 4, Algorithm 2 takes the time $O(|V|^3 + |T| \cdot |V| \cdot |U| \cdot \log \frac{1}{\epsilon} + \frac{|T| \cdot |V|}{\alpha})$.

6.1 Experimental Settings

Consider an MEC network, and the number of APs ranges from 50 to 250, with each AP co-located with a cloudlet. The topology of each network is generated by the GT-ITM tool [10]. The memory capacity on each cloudlet is drawn within [5, 8] GB randomly [39]. To instantiate a digital twin replica, the memory allocation of a container is a value in the range from 256 MB to 3,000 MB [7]. The finite time horizon has 100 time slots, and there are 2,000 mobile users within the MEC network, with 1,000 queries issued at each time slot. The location of each user at the first time slot is randomly chosen, and the user then moves to another random location at the next time slot iteratively. The size of the data uploaded by a user query is set within [100, 500] MB [37]. The cold start delay range of a container is from 100 ms to 500 ms [7]. The data processing rate of queries is set within [0.5, 2] MB per ms, while the data processing rate in the remote cloud is set as 20 MB per ms [19]. The communication delay for transmitting a unit of data (one MB) along a link between each pair of APs is set within [0.2, 1] ms [38]. The communication delay for transmitting a unit of data (one MB) between the remote cloud and an AP through the gateway is set within [2, 10] ms [34]. Parameter $\epsilon$ is set as 0.5. Parameters $\alpha$ and $\beta$ are set at 4 and 2, respectively. The running times of different algorithms for the special dynamic digital twin replica placement problem and the dynamic digital twin replica placement problem are the accumulative running time over the entire time horizon, and the value in each figure is the mean result of 30 different MEC instances with the same network size. The running time of each algorithm is obtained by a desktop with an Octa-Core Intel(R) Xeon(R) CPU @ 2.30GHz, 8G RAM. Unless otherwise specified, we adopt the above-mentioned parameters by default.

We consider the following two baselines to evaluate the proposed algorithm Algorithm 3 referred to as Alg. 1, for the digital twin replica placement problem.

GDY: Considering user queries one by one, we greedily instantiate a digital twin replica in a cloudlet with sufficient residual memory resource or utilize the primary digital twin in remote cloud in order to maximize the collected utility gain of each user query.

LP: The relaxed linear program solution of the ILP for the digital twin replica placement problem, through relaxing binary decision variable $x_{u,v,t}$ into real numbers between 0 and 1. The solution will serve as an upper bound of the optimal solution for this maximization problem.

Round: A variant of the rounding algorithm in [32]. Algorithm Round first performs random rounding on the relaxed linear program solution to obtain an integral
solution, at the expense of memory capacity violations. It then modifies the solution to make it become a feasible solution of the problem. That is, for each cloudlet with capacity violation, the algorithm picks a digital twin replica from it randomly and removes the digital twin replica. This operation continues until no capacity violation on the cloudlet occurs.

We evaluated Algorithm 2, referred to as Alg.2, for the special dynamic digital twin replica placement problem, against benchmark algorithms: GDY_d, LP_d and Round_d. Especially, algorithms GDY_d and Round_d invoke algorithm GDY and Round for placing digital twin replicas at each time slot, respectively. Algorithm LP_d is the relaxed linear program solution (10) for the offline dynamic digital twin replica placement problem, serving as an upper bound on its optimal solution.

We also evaluated Algorithm 3, referred to as Alg.3, for the dynamic digital twin replica placement problem, against benchmark algorithms: GDY_d, LP_d and Round_d.

### 6.2 Algorithm performance for the digital twin replica placement problem

We first investigated the performance of Alg.1 against benchmarks GDY, LP and Round for the digital twin replica placement problem by varying network size from 50 to 250. Fig. 1 demonstrates the results, i.e., the accumulative utility and running time of different algorithms. By Fig. 1(a) we observe the accumulative utility of Alg.1 is 93.9% of that by LP with the network size of 50, while Alg.1 outperforms GDY and Round by 12.8% and 8.6%, respectively, when the network size reaches 250. This is because Alg.1 efficiently deploys digital twin replicas in cloudlets to enhance user satisfaction on digital twin data-based query services at a time slot. Fig. 1(b) illustrates Alg.1 takes more running time than GDY, due to invoking the approximation algorithm from [6].
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### 6.3 Algorithm performance for the special dynamic digital twin replica placement problem

We compared the performance of Alg.2 against benchmarks GDY_d, LP_d and Round_d for the special dynamic digital twin replica placement problem.

We then studied the impact of the number of queries issued at a time slot, i.e., |U_t|, on the performance of Alg.1, and Fig. 2 depicts the performance curves of Alg.1 when |U_t| = 500, 1,000, 1,500 and 2,000, respectively. We can see the performance of Alg.1 when |U_t| = 500 is 28.1% of that by itself when |U_t| = 2,000, with the network size of 250. It can be seen from Fig. 3 that the performance of Alg.1 when ϵ = 1 is 95.5% of that by itself when ϵ = 0.1 if the network size is fixed at 250. Also, Fig. 5 indicates Alg.1 with ϵ = 0.1 takes the longest running time, as a smaller value of ϵ leads to a more accurate approximate solution by Algorithm 1.
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Fig. 6. Algorithm performance for the dynamic digital twin replica placement problem.
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Fig. 7. Impact of the number of time slots on the performance of Alg. 3.

digital twin replica placement problem with different network sizes, and the performance of Alg. 2, GDY_d, LP_d and Round_d has been shown in Fig. 4. As observed from Fig. 4(a) when the network size is 250, the accumulative utility by Alg. 2 is 85.5% of that by LP_d, and Alg. 2 outperforms GDY_d and Round_d by 50.3% and 30.7%, respectively. The justification is that Alg. 2 adopts an efficient policy to determine whether to reuse existing containers for placing digital twin replicas at each time slot. Similar to the phenomena in Fig. 2(b), Fig. 4(b) shows Alg. 2 takes more running time than GDY_d and Round_d, because Alg. 2 invokes Alg. 1 at each time slot.

We also evaluated the impact of parameter $\alpha$ on the performance of Alg. 2. Fig. 5 plots the results of Alg. 2 when $\alpha = 2, 4$ and 8, respectively. When the network size is 250, we observe from Fig. 5(a) that the accumulative utility of Alg. 2 with $\alpha = 4$ is 15.2% higher than that by itself with $\alpha = 8$. With regard to the designed policy to determine whether to replace digital twin replicas at each time slot by Alg. 2, a larger $\alpha$ means that a less cold start delay is tolerated, which allows less digital twin replica replacement. Fig. 5(b) shows parameter $\alpha$ has little impact on the running time of Alg. 2.

6.4 Algorithm performance for the dynamic digital twin replica placement problem

As shown in Fig. 6, a group of experiments was conducted to investigate the performance of Alg. 3 for the dynamic digital twin replica placement problem against benchmarks GDY_d, LP_d and Round_d. Fig. 6(a) indicates that Alg. 3 exhibits a promising performance, which outperforms GDY_d and Round_d by 16.9% and 10.1%, respectively, with the network size of 250. Moreover, the accumulative utility of Alg. 3 is 89.2% of that by LP_d with the network size of 250. This is because Alg. 3 instantiates digital twin replicas in cloudlets carefully to mitigate the cold start delay at each time slot, considering whether a user issues a query in the previous time slot or not.

We finally evaluated the impact of the number of time slots, i.e., $|T|$, on the performance of Alg. 3 by setting $|T| = 50, 100, 150$ and 200, as demonstrated in Fig. 7. Fig. 7(a) reveals the accumulative utility of Alg. 3 with $|T| = 50$ is 25.2% of that by itself with $|T| = 200$, when the network size is 250. This is because Alg. 3 collects more utility with the prolonging of the time horizon, which also leads to more running time, observed from Fig. 7(b).

7 Conclusion and and Future Work

In this paper, we investigated mobility-aware service provisioning in digital twin-enabled serverless edge computing. We first formulated two novel problems for service provisioning: the digital twin replica placement problem per time slot, and the dynamic digital twin replica placement problem over a finite time horizon, respectively. For the digital twin replica placement problem, we then provided an ILP solution and a performance-guaranteed approximation algorithm. We developed an online algorithm for the dynamic digital twin replica placement problem, and a performance-guaranteed online algorithm considering a special case of the problem. Finally, we evaluated the performance of the proposed algorithms for digital twin replica placements by simulations. The results showed the proposed algorithms are promising.

In our future work, we will investigate the fairness issue on mobility-aware service provisioning in digital twin-enabled serverless edge computing, and put it as one of metrics in the design of efficient algorithms for the services. One potential topic is to consider fairness among different user queries, through assigning different weights on user queries, and developing algorithms to improve service fairness.
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