
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

CVPR
#1159

CVPR
#1159

CVPR 2022 Submission #1159. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Learning Semantic Associations for Mirror Detection
(Supplementary Material)

Anonymous CVPR 2022 submission

Paper ID 1159

1. Semantic Side-Path
We adopt ResNet50 [7] with multi-grid method [3] as our semantic side-path and train it on the collected semantic an-

notations as we mentioned in the main paper. Here we provide more details about the collection procedure of the semantic
annotations.

To train the semantic side-path, we have collected 4,746 training samples containing pixel-wise semantic annotations for
the large-scale mirror detection dataset, PMD [9]. We choose to collect the semantic annotations of PMD dataset [9] for the
following considerations:

• Diversity. The diversity of PMD dataset [9] is much higher than MSD dataset [15] according to the statistics reported
by Lin et al. [9]. It indicates that more complex scenes and common objects are captured in the images, which
definitely involves stronger semantic associations between objects. We believe that this undoubtedly can enhance
model’s robustness as more cues are exposed by exploring the semantic associations.

• Lower the expense. Since PMD dataset [9] is collected from six public datasets [19, 20, 13, 2, 14, 12, 1], while most
of them [19, 20, 13, 2, 14, 12] contain pixel-wise semantic annotations. As a result, we can lower our expense by
extracting the semantic annotations from the existing datasets.

However, we notice that different datasets may involved different categories. For example, COCO dataset [10] contains
80 object categories and 91 stuff categories, while ADE20K [19, 20] has up to 3K object categories, which may cause
inconsistent problems if use these labels without any pre-process. As a result, we manually unified the categories across
different datasets and, at the end, we have manually selected the top 24 classes mainly based on the frequency of occurrence
as foreground and regarded the other classes as background. So, there are totally 25 classes in our semantic annotations set.
Figure 1 presents one example. It can be seen that the semantic annotations may be inaccurate when encountering mirrors,
for example, the reflected person is not considered as a part of mirror. Fortunately, the semantic maps usually expose rich
contexts and our method can handle the complex cases successfully by exploiting semantic knowledge and associations. We
post more results in Figure 2.
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Figure 1. Semantic Annotations, GT and our model’s predictions.
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