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Abstract

Novel-view prediction of a scene has many applications. Existing works mainly focus on generating novel-view images via pixel-wise prediction in the image space, often resulting in severe ghosting and blurry artifacts. In this paper, we make the first attempt to explore novel-view prediction in the layout space, and introduce the new problem of novel-view scene layout generation. Given a single scene layout and the camera transformation as inputs, our goal is to generate a novel view scene layout for a specified viewpoint. Such a problem is challenging as it involves accurate understanding of the 3D geometry and semantics of the scene from as little as a single 2D scene layout. To tackle this challenging problem, we propose a deep model to capture contextualized object representation by explicitly modeling the object context transformation in the scene. The contextualized object representation is essential in generating geometrically and semantically consistent scene layouts of different views. Experiments show that our model outperforms several strong baselines on many indoor and outdoor scenes, both qualitatively and quantitatively. We also show that our model enables a wide range of applications, including novel-view image synthesis, novel-view image editing, and amodal object estimation.

1. Introduction

Multi-view prediction of a scene is of great importance in 3D scene understanding and has been studied for a long time [6, 10], with potential applications such as robotics, Virtual Reality (VR), and Augmented Reality (AR). There is a line of research on generating images of a scene from new viewpoints [5, 31, 42]. However, these works render a scene in the image space via pixel-wise prediction directly, often resulting in severe ghosting and blurry artifacts.

In this paper, we take a step towards novel-view prediction of a scene in the layout space. We introduce the new problem of novel-view scene layout generation. Having a robust novel-view scene layout model not only enables generating consistent and sharp scene layouts from different views even with large camera movements, but also provides scene understanding priors for a wide range of applications, including novel-view image synthesis, image editing, and amodal object estimation. As shown in Figure 1, given a single layout of an indoor scene (a) or an outdoor scene (b) as input, our goal is to generate novel-view layouts of the scene for different viewpoints (2nd and 3rd columns).

However, generating plausible novel-view scene layouts is a highly challenging problem. It requires an accurate understanding of the 3D geometry and semantics of the scene from just a single 2D scene layout. The sizes, positions, and shapes of the objects may change a lot in both observed regions and unseen regions across different viewpoints. Hence, this problem is highly under-determined, as a result of the ambiguity of the input single 2D scene layout.

Recall how the human cognitive system works in this task. Consider the input layout of an indoor scene as shown in Figure 1 (a). Human beings may use the geometric priors and semantic relations of the objects in the input layout to infer the scene layout of a different viewpoint. The geometric priors contain the common object properties (e.g., the shape of the window), semantic relations represent interactions among different types of objects to indicate how these objects (e.g., bed and table) should be composited in the target view. Inspired by this observation, we propose a learning-based model for novel-view scene layout generation, by explicitly modeling the object spatial and seman-
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Figure 2. A brief comparison between existing novel-view layout-to-image synthesis methods [12, 14] (left) and the proposed novel-view scene layout generation method (right). Existing works directly map the input layout to the 3D scene representation (e.g., MPI [14] or hybrid representation [12]), and then perform pixel-by-pixel projection in the image space. In contrast, our approach considers spatial and semantic interactions among objects in the layout space without explicit 3D modeling. The novel-view scene layouts generated from the contextualized object representation are crucial for scene understanding and enable a variety of applications.

Scene layout generation. In recent years, we have witnessed a rising interest in scene layout generation in the vision community. LayoutGAN [19] uses a GAN model to generate semantic and geometric properties of a fixed number of elements. LayoutVAE [17] proposes a conditional VAE model to generate a feasible layout of the scene given a novel viewpoint. Earlier solutions are based on multi-view reconstruction using geometric formulations [4, 6, 8, 27, 43]. Their results often suffer from occlusions and incorrect texture details due to view blending. Recent works leverage different 3D representations, including a multilayer perceptron [30], multi-plane images [41], layered depth images [28, 31], point clouds [23, 34] and neural radiance fields (NeRFs) [22]. Zhi et al. [39] treat NeRF as a scene-specific implicit representation for joint geometric and semantic prediction. Novel view images can be generated by warping the learned scene representation to the target view.

However, all these view synthesis methods work in the image space, which contains pixel-level appearances. In contrast, we tackle the novel-view prediction problem in the layout space. The input to our model is a single scene layout that captures the scene structure and is useful in many applications. Although few recent works [12, 14] also use semantic scene layouts as input, they just convert the input layout to different types of scene representations and follow the traditional novel-view synthesis pipeline that performs pixel-by-pixel projection in the image space. As shown in Figure 2 (left), the 3D scene representation consists of a set of fronto-parallel planes at fixed depths from a reference image. Such a design would still lead to blurry predictions when the camera movement is large. In contrast, our model (c) directly generates geometrically and semantically consistent scene layouts for different viewpoints by utilizing object context transformation without explicit 3D modeling. The generated scene layouts can further be used in a variety of applications, including novel-view image synthesis.

2. Related Work

Novel view synthesis. Given a single or some images of a scene, novel view synthesis aims to generate images from

novel viewpoints. Earlier solutions are based on multi-view reconstruction using geometric formulations [4, 6, 8, 27, 43]. Their results often suffer from occlusions and incorrect texture details due to view blending. Recent works leverage different 3D representations, including a multilayer perceptron [30], multi-plane images [41], layered depth images [28, 31], point clouds [23, 34] and neural radiance fields (NeRFs) [22]. Zhi et al. [39] treat NeRF as a scene-specific implicit representation for joint geometric and semantic prediction. Novel view images can be generated by warping the learned scene representation to the target view.

However, all these view synthesis methods work in the image space, which contains pixel-level appearances. In contrast, we tackle the novel-view prediction problem in the layout space. The input to our model is a single scene layout that captures the scene structure and is useful in many applications. Although few recent works [12, 14] also use semantic scene layouts as input, they just convert the input layout to different types of scene representations and follow the traditional novel-view synthesis pipeline that performs pixel-by-pixel projection in the image space. As shown in Figure 2 (left), the 3D scene representation consists of a set of fronto-parallel planes at fixed depths from a reference image. Such a design would still lead to blurry predictions when the camera movement is large. In contrast, our model (c) directly generates geometrically and semantically consistent scene layouts for different viewpoints by utilizing object context transformation without explicit 3D modeling. The generated scene layouts can further be used in a variety of applications, including novel-view image synthesis.
camera transformation $c_t$ as inputs, we first extract the initial object representation $R$ by encoding a set of decomposed object layouts $L_s$ and $c_t$. The initial object representation $R$ is updated by the Object Context Transformation (OCT) module, resulting in the contextualized object representation $R^c$ that captures the spatial and semantic interactions of objects in the scene. The Object Layout Generation (OLG) module then predicts the layout $L_t^c$ of each object $i$ at the target view from $r_i^c$. Finally, the Object Layout Composition (OLC) module composites the predicted object layouts $L_t$ to generate the output scene layout $X_t$ in the target view.

Figure 3. The overall pipeline of our model for novel-view scene layout generation. Given a single scene layout $X_s$ in the source view and the camera transformation $c_t$ as inputs, we first extract the initial object representation $R$ by encoding a set of decomposed object layouts $L_s$ and $c_t$. The initial object representation $R$ is updated by the Object Context Transformation (OCT) module, resulting in the contextualized object representation $R^c$ that captures the spatial and semantic interactions of objects in the scene. The Object Layout Generation (OLG) module then predicts the layout $L_t^c$ of each object $i$ at the target view from $r_i^c$. Finally, the Object Layout Composition (OLC) module composites the predicted object layouts $L_t$ to generate the output scene layout $X_t$ in the target view.

Attention mechanism. The original attention mechanism [32] is applied to sequence-to-sequence machine translation and used in many NLP tasks. The core idea is to model long-range dependencies among the input elements. Most recently, the attention mechanism has begun to show promising results in computer vision tasks, such as image recognition [7], object detection [3], image segmentation [38], and image generation [33]. Different from the above works, we propose an object context transformation module and apply the attention mechanism on a new problem, i.e., novel-view scene layout generation.

3. Approach

In this section, we introduce our approach for the novel-view scene layout generation problem. We first give an overview of this problem and the proposed pipeline, and then describe the details of the modules in our model. Finally, we specify the loss terms used in the training process.

3.1. Overview and Notation

A scene layout can be considered as composed of a set of objects with different sizes, categories, and positions in a scene. Formally, the goal of the novel-view scene layout generation problem is to develop a model $G$, which can generate a scene layout $X_t$ in the target view, by taking a single scene layout map $X_s$ in the source view and a relative camera pose transformation $c_t$ (from the source view to the target view) as inputs:

$$X_t = G(X_s, c_t).$$ (1)

To model object-level context information, we decompose $X_s$ into a set of object layouts, $L_s = \{L_s^i \in \{0, 1\}^{H \times W \times C}|i = 1, \ldots, n\}$, where $H$ and $W$ are the height and width of the layout, $C$ is the total number of object categories, and $n$ is the number of objects in the scene. Note that multiple occurrences of a single object class will appear as a group of connected or disjoint masks in the same channel in the object layout. We fill each pixel inside the object as a one-hot vector to represent the object category and zeroing out the values outside it.

Figure 3 shows the overall pipeline of our model. It contains three key modules: an Object Context Transformation (OCT) module, an Object Layout Generation (OLG) module, and an Object Layout Composition (OLC) module. In particular, we first use two Multi-Layer Perceptrons (MLPs) to separately extract object embeddings $E = \{e_i|i = 1, \ldots, n\}$ and camera transformation vector $c_t$ in a $d$-dimensional space. $E$ and $c_t$ are concatenated to another MLP to form the initial object representation $R = \{r_i|i = 1, \ldots, n\}$. We pass $R$ to the OCT module to obtain the contextualized object representation $R^c = \{r_i^c|i = 1, \ldots, n\}$ by modeling the spatial and semantic interactions among objects. We then feed $R^c$ to the OLG module to predict the object layouts $L_t = \{L_t^i|i = 1, \ldots, n\}$ in the target view. Finally, we combine all the predicted object layouts $L_t$ by the OLC module to output the scene layout $X_t$. We present the details of the three key modules below.
3.2. Object Context Transformation (OCT) Module

Given the initial object representation, a trivial solution is to pass it to a decoder directly to predict the layout in the target view. However, our experiments show that it performs poorly in this task. The main reason is that the object representation is not spatially aligned between the source and target views. To leverage the inductive bias about the semantic and geometric information of the scene across different views, the object representation should take all input objects and the camera transformation into consideration.

Hence, we propose an OCT module to learn complementary information across different views by integrating the object context information into the feature representation of each object. In particular, we design a View-aware Attention Block (VAB) to exploit the local and global view-aware dependencies among objects. Figure 4 shows the details of the VAB architecture. The view-aware attention is based on the initial object representation and the camera transformation information. VAB uses three different fully connected layers to produce the queries $Q$, keys $K$ and values $V$. We perform matrix multiplication to the query and key to obtain the attention matrix $A$. We add a residual connection after the attention computation. The contextualized representation $r_i^c$ of each object $i$ is computed as:

$$r_i^c = (r_i + \sum_{j=1}^{n} w_{i,j}r_j W_V) W_P,$$

(2)

$$w_{i,j} = \frac{\exp(A_{i,j})}{\sum_{k=1}^{n} \exp(A_{i,k})},$$

$$A_{i,j} = ([r_i; c_i] W_Q) (r_j W_K)^T,$$

where $[;]$ denotes the concatenation operation. $W_Q$, $W_K$, $W_V$ and $W_P$ are linear transformation layers. $w_{i,j}$ is the computed weight between objects. $n$ is the total number of objects in a scene. We also use the multi-head attention as:

$$R^c = \{head_1; \ldots; head_m\} W_O,$$

(3)

where $m$ is the number of heads, and $W_O$ is a linear transformation layer. The output from each head is combined to encapsulate multiple relationships among the objects.

By doing so, the contextualized object representation contains not only its own geometric and semantic information, but also the spatial and semantic interactions with other objects in the target view. The contextualized object representation is then fed into the OLG module.

3.3. Object Layout Generation (OLG) Module

Given the set of contextualized object representation $R^c = \{r_i^c|i = 1, \ldots, n\}$, we propose an OLG module to predict a standalone layout $L_i$ for each object $i$. The OLG module contains an object bounding box branch and an object mask branch. The object bounding box branch predicts the position and size of each object with four parameters $\{o_x^i, o_y^i, h^i, w^i\}$, while the object mask branch predicts a binary shape mask of the object. $(o_x^i, o_y^i)$ refer to the centroid coordinates of the object bounding box, and $(h^i, w^i)$ refer to the height and width of the object bounding box. They are all normalized with respect to the size of the scene layout. We warp the object mask to the corresponding bounding box coordinates using a bilinear sampler [16], resulting in an object layout map $L_i$ that represents the object shape, size, and position in the target view.

3.4. Object Layout Composition (OLC) Module

Finally, we propose an OLC module to combine the predicted object layouts $L_i$ coherently into a scene layout $X_t$ in the target view. Note that we need to deal with occlusions (i.e., multiple objects appearing at the same location in $X_t$) and holes (i.e., no objects appearing at some location in $X_t$) during the composition process.

To resolve the ambiguity about the partial occlusions among objects, we propose an OrderNet to determine the relative order of any two objects. The inputs to the OrderNet are two object layouts, and the output is a binary label indicating the relative order of the two object layouts. The ground truth orders are derived from the depth map in the dataset. The architecture of the OrderNet is based on VGG [29]. We train the OrderNet by using the relative order information of adjacent objects in the scene with a cross-entropy loss. Based on the outputs from the pre-trained OrderNet, we composite the object layouts properly into a single layout in the target view.

The composited layout may still look unrealistic as there may exist missing regions in the target view layout. To further reduce the artifacts, we employ four refinement blocks to naturally refine the scene layout in a semantically meaningful manner. Each refinement block takes as input the coarse scene layout to produce a refined layout by bilinear upsampling and convolution operations. More details about the network architecture can be found in the Supplemental.
3.5. Training

We design several loss terms for learning the novel-view scene layout generation model from both object-level and scene-level perspectives. We adopt the bounding box loss and the mask loss for each object in the scene, and the adversarial loss for ensuring the plausibility of the generated scene layout. In particular, for each object bounding box, we define the L1 loss between the predicted object bounding box \( \hat{o}_i^{bbox} \) and the corresponding ground truth \( o_i^{bbox} \) as:

\[
L_{bbox}^i = \| \hat{o}_i^{bbox} - o_i^{bbox} \|_1.
\]

(4)

For each object mask, we use a binary cross-entropy loss to penalize the pixel-wise difference between the predicted object mask \( \hat{m}_i \), and the ground truth mask \( m_i \) as:

\[
L_{shape}^i = - \sum_x \sum_y \hat{m}_{x,y}^{i} \log m_{x,y}^{i} + (1 - \hat{m}_{x,y}^{i}) \log(1 - m_{x,y}^{i}),
\]

where \( \hat{m}_{x,y}^{i} \) is the predicted object mask at location \((x, y)\).

In summary, we train our model with a total loss of:

\[
L = \lambda_0 \sum_i L_{shape}^i + \lambda_1 \sum_i L_{bbox}^i + \lambda_2 L_{adv},
\]

(7)

where \( \lambda_0, \lambda_1, \) and \( \lambda_2 \) are the controllable loss weights.

### 4. Experiments

In this section, we first introduce the experimental settings in Section 4.1. Second, we conduct experiments to evaluate the performance of the proposed method with several baselines both quantitatively and qualitatively in Section 4.2. We further conduct ablation studies to analyze the proposed modules in Section 4.3. Finally, we show that our model enables a variety of applications in Section 4.4.

#### 4.1. Experimental Setup

**Implementation details.** We implement our network with PyTorch. The scene layouts are resized to a resolution of 128 × 128 in both training and testing. The activation function is leaky-ReLU and its negative slope is 0.2. The network parameters are randomly initialized. We adopt the Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.99 \) and a learning rate of 0.0001. We set the loss weights \( \lambda_0, \lambda_1, \) and \( \lambda_2 \) to 1, 1, 0.1. The number of attention heads is set to be 4. We first train the OrderNet to obtain the relative order of adjacent object layouts, and then train the whole model end-to-end.

**Dataset.** We collect training pairs of each frame from the RealEstate10K dataset [41], which is licensed by Google LLC under a CC-BY 4.0 License. It consists of 80,000 indoor and outdoor video clips with camera poses for all frames. Specifically, to extract pairs of scene layouts, we apply PSPNet [37] to obtain semantic segmentation annotations, and remove noises and fill holes in the obtained object masks via connected component labeling. We then derive the bounding boxes of objects from the semantic segmentation results, and apply a simple multi-object tracker [2] to find correspondences between objects across different views. We also apply the pre-trained MiDaS [26] to obtain depth information. Note that no training or additional data is used in these steps. We set the coordinates of an object to zeros if it does not appear in one of the views.

**Compared methods.** As this is the first work for novel-view scene layout generation, there is no existing method that we can compare with directly. We therefore propose several strong baselines that address related problems, including UNet [15], LayoutGAN [19] and GVSNet [12]. Of these three methods, UNet [15] learns a generic mapping between an input layout and an output layout using a fully convolutional encoder-decoder architecture. We concatenate the input scene layout with camera transformation information as the input and retrain UNet. LayoutGAN [19] learns the layout mapping in an object-wise manner. We modify the original LayoutGAN model so that it takes our initial object representation as input. Similar to the OLG module in Section 3.3, we add an object mask branch in LayoutGAN to output an object layout for each object. We composite the generated object layouts into a scene layout and retrain the model. GVSNet [12] uses MPI semantics to synthesize novel-view images from a single input layout. We adapt their method for novel-view scene layout generation by projecting the intermediate MPI semantics in the network to the scene layout in the target view directly.

**Evaluation metrics.** We evaluate the quality of the generated scene layout from different aspects. We first compute the Fréchet Inception Distance (FID) score [13] to measure the visual quality between the generated layouts and the real layouts by using the layout features from the last convolution layer of the layout discriminator. We also compute the average Negative Log-Likelihood (NLL) score [17, 25] to measure the overall plausibility of the generated scene layouts. In addition, the object semantics should be consistent when a scene is rendered from different viewpoints. To measure such consistency, we define a new metric called View Semantic Consistency (VSC) as:

\[
||W_s(X^1) - W_s(X^2)||_2
\]

(8)
where $X_1$ and $X_2$ are the generated scene layouts from two different user-specified viewpoints. $W_s$ is a warping function that warps the generated scene layout back to the source viewpoint by using the depth information derived from MiDaS [26]. In particular, we transform the relative disparity images into absolute disparity images by estimating the scale and shift for each image. We compute the average per-channel absolute error between the warped two scene layouts. A low VSC score indicates high view consistency of the measured scene layouts across different views.

### 4.2. Results

**Qualitative evaluation.** Figure 5 shows some qualitative results of our model, compared with those from the baselines. From the results, we can see that the layouts generated from our method are more geometrically consistent. For example, in the 2nd column, the layouts from both UNet and LayoutGAN do not follow the camera movement, compared with the ground truth scene layout. Although the layout from GVSNet is better due to the learned 3D scene representation, it still generates unrealistic artifacts when projecting the 3D representation to the 2D layout. In contrast, our layout follows the camera transformation to arrange all objects in the target view properly. In addition, we can see that our approach can generate more visually plausible scene layouts in the target view. For example, the input indoor scene in the 3rd column has multiple and complex object interactions, e.g., a television on a table, a cushion on a bed, and three windowpanes on the wall. All the generated scene layouts from the baselines contain obvious artifacts (marked in white color) around object boundaries with no object label or incorrect label assigned. In contrast, benefited from the learned object context, our approach can generate much more plausible scene layouts.

**Quantitative evaluation.** Table 1 shows the quantitative results. Our method achieves the best results on all the metrics as compared to the baselines, indicating the effectiveness of our method. We can see that utilizing our proposed OLC module could help improve the performance of LayoutGAN. Compared to UNet and LayoutGAN, GVSNet is closest to our method on the NLL metric. The main reason is that GVSNet converts the input scene layout to a 3D scene

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL↓</th>
<th>FID↓</th>
<th>VSC↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNet [15]</td>
<td>2.31</td>
<td>126</td>
<td>0.132</td>
</tr>
<tr>
<td>LayoutGAN [19]</td>
<td>2.05</td>
<td>112</td>
<td>0.098</td>
</tr>
<tr>
<td>LayoutGAN [19]+OLC</td>
<td>1.96</td>
<td>108</td>
<td>0.091</td>
</tr>
<tr>
<td>GVSNet [12]</td>
<td>1.69</td>
<td>103</td>
<td>0.079</td>
</tr>
<tr>
<td>Ours</td>
<td>1.53</td>
<td>85</td>
<td><strong>0.059</strong></td>
</tr>
</tbody>
</table>

Table 1. Quantitative comparison of the proposed method with the baselines (i.e., UNet, LayoutGAN, LayoutGAN+OLC, and GVSNet). We evaluate their performances using NLL, FID, and VSC scores. The best results are highlighted in bold.
representation to explore object relations. However, by considering the spatial and semantic interactions among objects in the scene, our method still outperforms GVSNet on all the metrics by a large margin. This again demonstrates the importance of learning object context transformation in the novel-view scene layout generation problem.

4.3. Ablation Study

To investigate how different modules and loss functions affect the final results, we conduct ablation studies on several ablated versions of our model:

- **w/o camera transformation**: We remove the camera transformation vector in the OCT module.
- **w/o OCT module**: We remove the OCT module to evaluate the importance of object context information.
- **w/o OrderNet**: We remove the OrderNet to evaluate the occlusion effect on the generated scene layout.
- **w/o refinement**: We remove the refinement blocks to evaluate the effect of the refinement process.
- **w/o adversarial loss**: We train the model without using the adversarial loss.

Table 2 shows the results of the ablation study. Without utilizing camera transformation information, the performance drops. This indicates that camera transformation is useful for distilling view-aware object context information in the OCT module. If the OCT module is completely removed, the performance becomes worse, implying that modeling object context transformation is crucial to novel-view scene layout generation. Without OrderNet, the VSC score is affected more than the NLL and FID scores. This is because that incorrect depth order would lead to inconsistent composition in the generated scene layouts. Finally, with the help of the refinement blocks and the adversarial loss, our model learns to generate more plausible and consistent novel-view scene layouts.

4.4. Applications

Benefited from our model for novel-view scene layout generation, we explore three applications here.

**Novel-view image synthesis.** The goal of this application is to generate novel-view images of a scene by using only a single 2D scene layout as input. Such an application allows users to easily draw and edit a scene layout on a digital canvas and generate multi-view images of the scene with geometrically consistent and visually plausible appearance. Specifically, given an input scene layout, we first use our model to generate a new scene layout in the target view. We then use an off-the-shelf semantic image synthesis method [24] to synthesize a photo-realistic image from the generated layout. Note that we may enforce consistency on the image contents of different views by conditioning the generated layout on the same latent style code.

We compare our results with two baselines on the ADE20k dataset [40] licensed under a BSD 3-Clause License. One is using SPADE [24] to generate novel-view images from the input layout directly, and the other is a recent work, SVSNet [14], which generates novel-view images by inferring a full 3D scene representation from the input scene layout. Figure 6 shows some visual comparison results on both indoor and outdoor scenes. We can see that SPADE suffers from blurry artifacts due to the unaligned mapping between the input layout and the target view image. Although the visual quality of SVSNet is better, it still generates inconsistent artifacts around the scene boundaries. In contrast, our method can generate sharper visual results based on the generated scene layout in the target view.

**Novel-view image editing.** Our approach can also support novel-view image editing. Given a number of synthesized novel-view scene layouts, users may select any scene layout and edit the content. The results of the editing operation will then be propagated to other viewpoints of scene layouts and corresponding images accordingly. In particular, we first edit the scene layout of the input image. We then use our model to generate novel-view scene layouts.

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL↓</th>
<th>FID↓</th>
<th>VSC↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o camera transformation</td>
<td>1.65</td>
<td>101</td>
<td>0.089</td>
</tr>
<tr>
<td>w/o OCT module</td>
<td>1.71</td>
<td>109</td>
<td>0.093</td>
</tr>
<tr>
<td>w/o OrderNet</td>
<td>1.58</td>
<td>90</td>
<td>0.082</td>
</tr>
<tr>
<td>w/o refinement</td>
<td>1.57</td>
<td>93</td>
<td>0.065</td>
</tr>
<tr>
<td>w/o adversarial loss</td>
<td>1.61</td>
<td>91</td>
<td>0.063</td>
</tr>
<tr>
<td>Ours (full model)</td>
<td><strong>1.53</strong></td>
<td><strong>85</strong></td>
<td><strong>0.059</strong></td>
</tr>
</tbody>
</table>

Table 2. Results of the ablation study. The best results are highlighted in bold.
Finally, we pass the generated scene layouts in different views and the original image in the source view to a cross-domain semantic transfer model [36] to produce consistent novel-view images, combining the visual appearance of the input image and the structure of the generated layouts.

We show an example in Figure 7. Given the input image and layout in the top-left corner of Figure 7, we apply different editing operations (e.g., deleting two paintings in the 2nd row, shifting a painting in the 3rd row, and shifting the toilet in the 4th row) on the layout. The results of the generated images in two different views are shown in the 2nd and 3rd columns. We can see that a simple editing operation on the layout can be propagated seamlessly and consistently to the novel-view images.

Amodal object estimation. Given only a single image of a scene as input, the goal of this application is to reason about the amodal object layout in the bird’s eye view. The resulting object layouts can be useful for perception and scene understanding in autonomous driving scenarios. Hence, we explore the use of our model for amodal object estimation to reconstruct object layouts in the bird’s eye view. Given a single frontal view image, we first use a pre-trained semantic segmentation model [37] to obtain the corresponding scene layout. We pass the scene layout to our OCT module to extract the contextualized object representation. We then predict the specific object layout in the bird’s eye view by using our OLG module.

We compare our method with a recent work, i.e., MonoLayout [21], which leverages adversarial learning to estimate the bird’s eye view scene layout from a single image. We follow the dataset processing step in [21] and retrain our model on the KITTI dataset [9] for the sidewalk layout recovery in the bird’s eye view. We adopt mean Intersection-over-Union (mIOU) as the evaluation metric.

A higher score represents a better performance. The mIOU of our method and MonoLayout for sidewalk is 44.31 and 42.66, respectively. This indicates that our model can hallucinate object shapes better. We attribute this to the strong contextualized object representation learned in our model.

5. Conclusion

In this paper, we take a step towards the new problem of novel-view scene layout generation. To this end, we propose a learning-based model that captures the contextualized object representation to generate geometrically and semantically consistent scene layouts across different views. Extensive qualitative and quantitative results show that our model outperforms several baselines on numerous indoor and outdoor scenes. We believe that our approach can serve as a critical step for a wide range of potential applications.

Though impressive results are achieved by our model, as the first trial to generate novel-view scene layouts, our approach is subject to some limitations. First, we cannot recover an object in the target view if it is not shown in the source view. As shown in the 1st row of Figure 8, two objects (i.e., painting and windowpane) appeared in the ground truth are totally occluded by the wall on the right of the input layout. As a future work, we may learn a probabilistic generative model to capture the ambiguity inherent in the unseen regions across different views. New objects can be sampled at high fidelity from the learned distribution. Second, our model may not be able to predict the changes of deformable objects corresponding to viewpoint changes. See the 2nd row of Figure 8 for an example. It would be an interesting future work to explicitly encode object dynamics in the scene. Third, our method may not work well under some out-of-distribution camera poses due to the implicitly modeling. We believe that better modeling of object relationships under different camera poses could be an important future direction.
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