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Introduction

Deep neural network is vulnerable to some imperceptible adversarial perturbations

[1412.6572] Explaining and Harnessing Adversarial Examples (arxiv.org) 2

https://arxiv.org/abs/1412.6572


Methods

• Decompose the 𝑙0 bounded perturbation 𝜹 into a magnitude tensor 𝒑 ∈
ℝℎ×𝑤×𝑐 and a sparsity mask 𝒎 ∈ {0,1}ℎ×𝑤×1

• 𝒮𝒑 = 𝒑 ∈ ℝℎ×𝑤×𝑐 | 0 ≤ 𝒙 + 𝒑 ≤ 1

• 𝒮𝒎 = 𝒎 ∈ 0,1 ℎ×𝑤×1| 𝒎 𝟎 ≤ 𝑘

• We update 𝒑 and 𝒎 separately
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Methods—Update 𝒑

• Standard 𝑙∞-bounded PGD to update the magnitude tensor 𝒑

• ∏𝒮𝒑 is to clip 𝒑 such that 0 ≤ 𝒙 + 𝒑 ≤ 1
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Methods—Update 𝒎

• Instead updating a discrete 𝒎, we update its continuous alternative ෥𝒎 ∈ ℝℎ×𝑤×1

• Use 𝑙2-bounded PGD to update ෥𝒎

• Project ෥𝒎 to the feasible set 𝒮𝒎 to get 𝒎 before multiplying it with 𝒑

• ∏𝒮𝒎 is to set the k–largest elements to 1 and the rest to 0 

• 𝜎 denotes the sigmoid function 
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Methods—Sparse-PGD (sPGD)
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Methods

• Sparse-AutoAttack (sAA): A parameter-free ensemble of both sPGD and black-box attack for 
comprehensive robustness evaluation against 𝑙0 bounded perturbations

• Adversarial training: Build models against sparse perturbations. We incorporate sPGD in the 
framework of vanilla adversarial training (Madry et al., 2017) and TRADES (Zhang et al., 2019) 
and name corresponding methods sAT and sTRADES.
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Experiments
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Experiments

Solid: sPGD
Dashed: a strong black-box attack Sparse-RS
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Comparison between sPGD and Sparse-RS attack under different iterations



Conclusion
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1. We propose an effective and efficient attack algorithm called sparse-PGD 
(sPGD) to generate 𝑙0 bounded adversarial perturbation. 

2. We propose an ensemble of sparse attacks called sparse-AutoAttack (sAA) for 
reliable robustness evaluation against 𝑙0 bounded perturbation.

3. We conduct extensive experiments to demonstrate that our attack methods 
achieve impressive performance in terms of both effectiveness and efficiency. 


