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ABSTRACT

The underlying set-theoretfic structure of Shannon's information measures is specified by a signed
measure called the I-Measure. Based on this theory, Shannon's information measures can be
represented as an information diagram, which is a specialization of a Venn diagram. When the
random variables form a Markov random field (MRF), the I-Measure exhibits a much simpler
structure, and so it is possible to simplify the information diagram. Back in the 1990s, we already
knew how to construct the information diagram for the special case of a Markov chain. Recently,
through the study of the subfields of an MRF, we have developed a recursive procedure for
constructing the information diagram for an MRF. In this talk, | will tell this story from the very
beginning.
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