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Abstract—Many happened-before based detectors for debugging multithreaded programs implement vector clocks to incrementally track the causal relations among synchronization events produced by concurrent threads and generate trace logs. They update the vector clocks via vector-based comparison and content assignment in every case. We observe that many such tracking comparison and assignment operations are removable in part or in whole, which if identified and used properly, have the potential to reduce the log traces thus produced. This paper presents our analysis to identify such removable tracking operations and shows how they could be used to reduce log traces. We implement our analysis result as a technique entitled LOFT. We evaluate LOFT on the well-studied PARSEC benchmarking suite and five large-scale real-world applications. The main experimental result shows that on average, LOFT identifies 63.9% of all synchronization operations incurred by the existing approach as removable and does not compromise the efficiency of the latter.
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1. INTRODUCTION

With the advent of multicore processor technology, developing multithreaded programs is increasingly popular [25]. A program execution of a multithreaded program typically consists of multiple threads [16], each of which executes a sequence of instructions. A program may use locks or user-defined synchronization idioms [21] to coordinate (or interleave) its threads to share resources (e.g., memory locations [16]).

Multithreaded program is difficult to reason due to the huge amount of interleaving sequences (even for the same input). Any improper interleaving may lead to the occurrences of concurrency bugs such as data races [10],[16],[32], atomicity or order violations [23], [25], and deadlocks [4],[13],[22]. Debugging such a program against a concurrency bug can be intricate because a concurrency bug often manifests itself into a failure only in some but not all thread interleaving schedules, even for the same input [25].

Typically, in debugging, developers and bug detectors require analyzing the available execution trace logs. Using a short (or shorter) trace that indicates the program locations of the detected failures (due to such concurrency bugs) and how the thread interleaving in the monitored execution leads to these failures can ease developers to diagnose the reported problems.

Many dynamic concurrency bug detectors (e.g., [16],[27],[30],[21],[32],[35]) use the same vector clock approach [29] to track the happened-before relations [27] among synchronization events acting on lock objects and events for thread management, which we refer to it as the FF algorithm [16]. FF conservatively logs all such events to ensure the causal relations between a pair of such events that can be inferred.

Can this conservative requirement be relaxed? Our analysis results show that such a relaxation not only is feasible in theory (Section 4) but also results in a reduced lock trace, which is significantly shorter than the original lock trace (Section 5). To the best of our knowledge, this paper is the first work on the relaxation of lock traces for multithreaded programs (which refer it to as a lock trace reduction technique).

The relaxation of such trace log requirements plays an important role in software testing and bug diagnosis. For example, in regression testing, as presented in a recent comprehensive survey [36], numerous test suite reduction, minimization, and prioritization techniques have been proposed. To the best of our knowledge, a vast majority of them use the coverage data on the executed program entities in individual trace logs of the corresponding test cases as their inputs. They (1) select a subset of such logs such that the subset still maximally includes all logged program entities at least once, (2) make such a subset to be minimal in terms of the number of logs retained, or (3) prioritize the corresponding trace logs. A common attribute of them is that they identify duplicated subsequences among trace logs, and only retain one subsequence for every set of duplicated subsequences.

Another example is bug reproduction. To reproduce an observed failure, many state-based deterministic replay techniques (e.g., [8],[19]) capture every input, schedule decision, and read or write value of each variable instance. They are valuable but slow, which should be improved [7]. ODR [7] efficiently finds an alternate execution trace log that produces the same failure as the original via an execution trace that may not be the same as the original trace to gain efficiency.

Our work is developed on top of an interesting ob-
2. Motivating Example

Figure 1(a) shows a motivating example adapted from the classical Producer and Consumer Problem. It shows a shared location pool protected by a lock \( m \) and two threads Producer and Consumer. The Producer repetitively produces a datum, and puts it into pool, from which the Consumer repetitively fetches a datum. The lock \( m \) aims to protect pool from concurrent accesses by the two threads at lines \( s_1, s_2, s_3 \) and \( s_4 \).

Figure 1(b), from top to bottom, shows a program execution of the program. The two threads are indicated by the rightmost (Producer) and the leftmost (Consumer) columns of Figure 1(b). The Producer thread firstly acquires the lock \( m \) and then releases it twice (at lines \( e_1 - e_2 \)). Then, the Consumer thread acquires and then releases this lock twice (at lines \( e_3 - e_4 \)). Finally, the Producer thread acquires and then releases the same lock once more (at lines \( e_5 - e_6 \)). In total, the execution has 5 lock acquisition and 5 lock release events.

**FF** [16],[35]: The algorithm FF (see Section 3.3 for more discussion) firstly sets up three vector clocks for Consumer, \( m \) and Producer, denoted by \( C_c, L_m \) and \( C_p \), respectively, shown as the three columns in the middle part of Figure 1(b). To track each lock acquisition or release operation, FF needs to perform two vector-based operations (one for comparing two vector clocks; and another one for updating a vector clock for \( L_m, C_p \) or \( C_c \)). As such, the algorithm needs in total 10 such vector clock operations. Figure 1(b) also shows the values of the three vector clocks along the execution.

**Our observation:** The lock acquisition (release, respectively) operations marked with a star “\*” (“\-\”), respectively symbol in Figure 1(b) either changes no content of any vector clock (see those fully shaded vector clocks) or merely assigns a value to one entry (see those partially shaded vector clocks) of exactly one vector clock. The reason is that the same lock is acquired and then released by the same thread consecutively without any interruption from other threads. As such, there is no need to update the vector clock for the

---

**Shared variables:** int: pool[1000]; Lock: m; bool: Empty, Full;

**Consumer**

\[
\begin{align*}
\text{while(true)} & : 1 \\
\text{while(Empty) sleep(100); } & : s_1 \\
\text{Acquire(m); } & : s_1 \\
\text{Release(m); } & : s_1 \\
\end{align*}
\]

**Producer**

\[
\begin{align*}
\text{while(true)} & : 1 \\
\text{while(Full) sleep(100); } & : s_1 \\
\text{Acquire(m); } & : s_1 \\
\text{Release(m); } & : s_1 \\
\end{align*}
\]

---

**(a) The code**

---

**A sample interleaving scenario.** (for brevity, we only show acquire and release operations)

<table>
<thead>
<tr>
<th>Consumer</th>
<th>( C_c )</th>
<th>( L_m )</th>
<th>( C_p )</th>
<th>Producer</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_1 ) Acquire(m); +</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>( e_2 ) Release(m); -</td>
<td>(1, 2)</td>
<td>(1, 2)</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>( e_3 ) Release(m); -</td>
<td>(2, 3)</td>
<td>(2, 3)</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>( e_4 ) Acquire(m); +</td>
<td>(2, 4)</td>
<td>(2, 4)</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

---

**(b) Analysis on vector clock instances on a possible execution**

---
thread to collect the timestamp of some other threads.

For this reason, the involved vector-based operations for these “∗∗” and “−” rows can be either removed or replaced by simpler and native assignment operations on primitive data type. The “∗∗” rows are particularly interesting as they shorten the lock trace as well.

In summary, by a proper strategy, only the operation marked with a plus symbol “+” needs to take a vector-based operation. Seven other vector-based operations are removable, which can be substituted by scalar assignments (such as updating the value in the initialized vector clock of the lock \( m \) from “1” to “2” on the second release of the Producer thread, which is the current timestamp of the Producer thread) or such assignments can be skipped completely. By doing so, a technique can reduce the length of a trace log on these critical synchronization events. For example, after reduction, the trace log for the execution in Figure 1(b) only includes six events: \((e_1, e_4, e_5, e_6, e_9, e_{10})\).

3. PRELIMINARIES
3.1 Synchronization Events for Monitoring
The algorithm FF [16],[23],[30] for a happened-before based detector typically monitors a set of critical operations such as the events for lock acquisition (acq for short) and release (rel for short) for each lock \( m \), the events for thread management (fork or join) of each thread \( t \) as well as other events like wait, notify and notifyAll, and barrier. In this paper, we present how our model handles this set of above eight critical operations; as the extension to cover other events is similar and quite straightforward [16]. This paper also uses the terms “event” and “operation” interchangeably.

We assume that a lock can only be acquired by at most one thread at a time, which is enforced by the underlying programming model such as JVM or the C/C++ Pthreads library; a thread can only release a lock that it is holding; and the execution being monitored is sequentially consistent.

A lock trace \( \sigma \) is the projection of an execution of a program \( p \) on the above set of critical operations. In particular, if \( t \) is a thread in an execution of a program \( p \), we use \( \sigma_t \) to denote the projection of \( \sigma \) on \( t \). For example, for the execution of the Consumer thread in Figure 1(b), \( \sigma_{\text{Consumer}} = (e_5, e_6, e_7, e_8) \).

One popular lock usages in an execution is the presence of nested locks. For example, suppose that \( \sigma_t = (\ldots \text{acq}(m), \text{acq}(l), \text{rel}(l), \text{rel}(m) \ldots) \) is a trace projection on the thread \( t \), where \( m \) and \( l \) are two locks, and the pair of \( \text{acq} \) and \( \text{rel} \) of the lock \( l \) is nested within the pair of \( \text{acq} \) and \( \text{rel} \) of the lock \( m \). If an inner lock (e.g., \( l \) in trace \( \sigma_t \)) is the same as its outer lock (e.g., \( m \) in trace \( \sigma_t \)), this situation is called lock reentrance, which is normally handled by the underlying framework [17], and is transparent to FF.

3.2 The Happened-before Relation
A happened-before relation, denoted by \( \Rightarrow_h \), is a partial order of pairs of events in a parallel system [27]. It is defined by the following three conditions.

Algorithm: FF
On initialization:
1. For each thread \( t \), \( C_t[i] = 1 \), where \( i \) is from 1 to \( n \).
2. For each lock \( m \), \( L_m[i] = 0 \), where \( i \) is from 1 to \( n \).
On acquiring a lock \( m \) for thread \( t \):
3. \( C_t[i] = \max(C_t[i], L_m[i]) \), where \( i \) is from 1 to \( n \).
On releasing a lock \( m \) for thread \( t \):
4. \( L_m[i] = C_t[i] \), where \( i \) is from 1 to \( n \).
5. \( C_t[i] = C_t[i] + 1 \).

Figure 2. The FF algorithm that tracks happened-before relations for synchronization events.

(a) Program order: If \( \alpha \) and \( \beta \) are any two critical events performed by the same thread and \( \alpha \) precedes \( \beta \), then we write \( \alpha \Rightarrow_h \beta \).
(b) Release and acquire: If \( \alpha \) is a release operation of a lock \( m \), and \( \beta \) is an acquire operation of the same lock \( m \) performed by a thread different from the one performing \( \alpha \), and \( \alpha \) precedes \( \beta \), then we write \( \alpha \Rightarrow_h \beta \).
(c) Transitivity: if \( \alpha \Rightarrow_h \beta \) and \( \beta \Rightarrow_h \gamma \), then \( \alpha \Rightarrow_h \gamma \).

3.3 The Algorithm FF
In this section, we revisit the algorithm FF [16],[23],[30] as shown in Figure 2.

A timestamp is a number. A vector clock is a finite sequence of timestamps, the size of which is at least the same as the number of threads in the trace. The algorithm FF assigns one vector clock \( C_t \) to each thread \( t \). This vector clock \( C_t \) logs the current timestamp of the thread \( t \) as well as the timestamps of other threads visible to \( t \). It also assigns one vector clock \( L_m \) to each lock \( m \).

Each thread \( t \) has its own timestamp variable that is incremented by 1 on each release operation on any lock performed by \( t \). At the same time, supposed that \( m \) is the lock released by the thread \( t \), then the vector clock \( L_m \) records a snapshot of \( C_t \) when \( t \) releases \( m \). On acquiring the lock \( m \) by \( t \), the vector clock \( C_t \) records the current timestamp of the thread \( t \) and those of other threads gotten from the vector clock \( L_m \) of the lock \( m \).

We firstly present some standard auxiliary notations to ease our subsequent presentation. We then describe each case with the aid of Figure 2:

- Suppose that \( V_1 \) and \( V_2 \) are two vector clocks, and the number of elements in either one is \( n \). If \( V_{1}[i] \leq V_{2}[i] \) for \( 1 \leq i \leq n \), we denote this condition by \( V_1 \leq_{v} V_2 \). Similarly, if \( V_{1}[i] = V_{2}[i] \) for \( 1 \leq i \leq n \), we denote this condition by \( V_1 =_{v} V_2 \). (Note that both relations “\( \leq \)” and “\( = \)” are transitive.)
- We also define \( V_1 \cup V_2 \) to be a vector clock \( V_3 \) such that \( V_{3}[i] = \max(V_{1}[i], V_{2}[i]) \) for \( 1 \leq i \leq n \), and the number of elements in the vector clock is also \( n \).
- The checking of every such operation (i.e., \( V_1 \subset V_2, V_1 = V_2, \) and \( V_1 \cup V_2 \) is \( O(n) \) in time complexity.

To maintain the data structure, FF uses the following strategies. For every acquisition on the lock \( m \) by the thread \( t \), FF updates \( C_t \) so that each of its entries is the maximum of the corresponding entries in \( L_m \) and \( C_t \) (i.e., \( C_t = C_t \cup L_m \)) as shown at line 3 in Figure 2. On every release of a lock \( m \), FF copies the contents of \( C_t \) to \( L_m \) (i.e., \( L_m = C_t \)), and then increments the timestamp kept at \( C_t[t] \) by 1 as shown at lines 4 and 5 in Figure 2.
4. OUR ANALYSIS AND THE LOFT ALGORITHM

Figure 3 depicts an overview on the role of LOFT. LOFT replaces the FF algorithm in the central box for the purpose of generating shorter lock traces.

In Figure 3, a program has been instrumented by a dynamic instrumentation framework [17][26] to generate critical events (i.e., synchronization and memory access events). The event collection framework forwards every such generated synchronization event to LOFT, or forwards it to the other units of the detectors (e.g., bug detector) if it is a non-synchronization event.

As stated in Section 3.1, pair of lock acquisition and release events may be nested in another pair(s) of lock acquire and release events. We firstly analyze the non-nested scenarios in Section 4.1, and then extend our analysis to handle nested locks in Section 4.2. In Section 4.3, we present the LOFT algorithm.

4.1 Non-nested Lock Acquisition and Release

We characterize the situation of lock acquisition and release operations by enumerating all possible scenarios in between a pair of critical operations consecutively performed by the same thread. We organize them as six cases as depicted in Figure 4.

We use \(e_j\) (for \(j=1, 2, \ldots\)) to denote a critical operation. We also define two auxiliary functions: \(\text{lastLock}(t)\) denotes the most recent lock that the thread \(t\) has released, and \(\text{lastThread}(m)\) denotes the most recent thread that has released the lock \(m\). For instance, in the motivating example, when the Consumer thread reaches the line \(e_5\) to acquire the lock \(m\), it has not yet acquired any lock. So, with respect to \(\text{acquire}(m)\) at \(e_5\), the function \(\text{lastLock(Consumer)}\) returns \text{null}. At this moment, the lock \(m\) has been most recently released by the Producer thread at \(e_6\). So, the function \(\text{lastThread}(m)\) at \(e_5\) returns \text{Producer}.

On acquiring or releasing a lock \(m\) by a thread \(t\), there are four cases for each operation according to whether the thread returned by \(\text{lastThread}(m)\) is \(t\) and whether the lock returned by \(\text{lastLock}(t)\) is \(m\):

- \(\text{lastThread}(m) = t\) and \(\text{lastLock}(t) = m\).
- \(\text{lastThread}(m) \neq t\) and \(\text{lastLock}(t) = m\).
- \(\text{lastThread}(m) = t\) and \(\text{lastLock}(t) \neq m\).
- \(\text{lastThread}(m) \neq t\) and \(\text{lastLock}(t) \neq m\).

On lock acquisition, as indicated at line 3 in Figure 2, the FF algorithm wants to ensure that \(L_m \subseteq C_t\) holds. However, if \(L_m \subseteq C_t\) is already holding right before this \(\text{acquire}(m)\) event occurs, the corresponding vector clock comparisons and updates will not change the content of \(C_t\). Therefore, if \(\text{lastLock}(t) = m\) holds (irrespective to whether the condition \(\text{lastThread}(m) = t\) holds or not) on acquiring \(m\) by \(t\), it suffices to infer that \(L_m \subseteq C_t\) must hold (see the Case 1 and the Case 2 in following analysis). However, on handling lock releases, \(C_m = C_t\) is required to be held, which may not hold if the timestamps of the thread \(t\) has been updated. So, we still need to analyze whether \(C_m = C_t\) holds in each of the four cases. In short, there are two cases for lock acquisitions and four cases for lock releases to consider.

We are going to analyze these six cases in details. In each case, the condition refers to the one when the event \(e\), in the case occurs, which is also the highlighted (bold \(\text{acq}\) or \(\text{rel}\)) event for the corresponding case example depicted in Figure 4. In this figure, both \(t\) and \(s\) are threads; both \(m\) and \(l\) are locks; and \(\text{rel}(m)\) and \(\text{acq}(m)\) represent the \(\text{release}(m)\) and \(\text{acquire}(m)\) events, respectively. We use the notation “→” to stand for the direction of vector clock assignment between a pair of thread and lock: (1) (green) arrows ended with a dot correspond to the removable \(\text{acq}(m)\) or \(\text{rel}(m)\) operations. (2) Dotted arrows show these \(\text{acq}(m)\) or \(\text{rel}(m)\) operations, which are not removable. (3) gray arrows are just for references and are not important to our analysis. Besides, in the following description, the sub-case where the event \(e_i\) does not exist is straightforward for analysis, and for brevity, we omit its discussion. For each of the 6 cases, we outline the proof of correctness.

We first analyze scenarios in which \(e_i\) is an acquire\((t, m)\). There are two cases: Case 1 and Case 2.

Case 1. [if \(\text{lastThread}(m) = t\)]

Let \(e_i\) be an event in a trace where \(t\) releases \(m\) such that \(\text{lastThread}(m) = t\), and \(e_i\) be an event in the same trace that \(t\) acquires \(m\) after the occurrence of \(e_i\).

Consider the trace \((\ldots e_1 \ldots e_i \ldots)\), as illustrated by Case 1 of Figure 4. When \(e_i\) occurs, according to FF (at lines 3 and 4 in Figure 2), we have \(L_m \subseteq C_t\).

When the event \(e\) occurs, because the condition \(\text{lastThread}(m) = t\) holds, \(L_m\) must have not been changed by any other thread. However, the values in \(C_t\) may be incremented because \(t\) may have acquired some other lock\(s\) in between \(e_i\) and \(e\) (as illustrated by “*\*\*” in Case 1 of Figure 4); otherwise, \(C_t\) must remain unchanged. No matter \(C_t\) is incremented or not, we have \(L_m \subseteq C_t\). Therefore, there is no need to perform any comparison between \(L_m\) and \(C_t\), and the comparison can be removed (shown as an arrow ended with a dot in Case 1 of Figure 4) when \(e_i\) occurs.

Case 2. [if \(\text{lastThread}(m) \neq t\)]

Let \(e\) be an event that \(t\) acquires \(m\).

Consider the trace \((\ldots e_i \ldots)\). When \(e\) occurs, because we have \(\text{lastThread}(m) \neq t\), there are two sub-cases to consider: \(m\) must either have been released by another thread \(t'\) (i.e., \(t' \neq t\)) or have not been updated since it was initialized. In the former case, \(L_m\) must once contain a value the same as that of \(C_t\) (as illustrated by the first arrow in Case 2 of Figure 4). In the latter case, the value of \(L_m\) must be different from that of \(C_t\) because all locks are initialized as all 0s, whereas all threads are initialized as all 1s (see lines 1 and 2 of Figure 2). Therefore, without further checking, we cannot
determine a definite happened-before-relationship between \( L_m \) and \( C_t \). As such, when \( e_1 \) occurs, the corresponding comparison and its associated potential assignment from \( C_t \cup L_m \) to \( C_t \) are necessary. In other words, no operation is removable (shown as the second (dotted) arrow in Case 2 of Figure 4).

We now analyze scenarios in which \( e_1 \) is a release \((t, m)\). There are four cases: Cases 3–6.

**Case 3.** [if \( \text{lastThread}(m) = t \) and \( \text{lastLock}(t) = m \)].

Let \( e_2 \) be an event where \( t \) releases \( m \) such that \( \text{lastThread}(m) = t \) and \( \text{lastLock}(t) = m \). Also let \( e_2 \) be the corresponding lock acquisition event performed by \( t \) with respect to \( e_1 \).

Consider the trace \((...e_1 \ldots e_2 \ldots e_\ldots)\), which is also depicted as Case 3 in Figure 4. When \( e_2 \) occurs, because \( \text{lastThread}(m) = t \) holds, the situation is the same as that in Case 1. As such, both \( L_m \) and \( C_t \) share the same contents except for the entries \( L_m[t] \) and \( C_t[t] \).

When \( e_1 \) occurs, only \( C_t[t] \) but not \( L_m[t] \) is changed. So, to make \( L_m = C_t \) true, we only need to update \( L_m[t] \) to be \( C_t[t] \); and the removable vector clock assignment from \( C_t \) to \( L_m \) can be eliminated (which is depicted by the third arrow ended with a dot in Case 3 of Figure 4).

**Case 4.** [if \( \text{lastThread}(m) = t \) and \( \text{lastLock}(t) \neq m \)].

Let \( e_1 \) be an event that \( t \) releases \( m \) such that \( \text{lastThread}(m) = t \), \( e_2 \) be an event that \( t \) releases \( m \), and \( e_2 \) be the corresponding lock acquire operation of \( e_2 \). These three events are depicted as the first \((\text{rel}(m))\) and the last two events \((\text{acq}(m) \text{ and rel}(m))\) in Case 4 of Figure 4.

Consider the trace \((...e_1 \ldots e_2 \ldots e_\ldots)\). When \( e_1 \) occurs, because \( \text{lastThread}(m) = t \) holds, the situation is the same as that in Case 1. As such, both \( L_m \) and \( C_t \) share the same contents except for the entries \( L_m[t] \) and \( C_t[t] \).

When \( e_2 \) occurs, because of the condition \( \text{lastLock}(l) \neq m \), \( C_t \) may have been adjusted due to acquiring and releasing some other lock in between \( e_1 \) and \( e_2 \) (as depicted by the \( \text{acq}(l) \) and \( \text{rel}(l) \) operations in Figure 4). So, we only have \( L_m \subseteq C_t \) (instead of \( L_m = C_t \)).

When \( e_1 \) occurs, the condition \( \text{lastThread}(m) = t \) implies that \( m \) has not been acquired and released by any other thread in between \( e_1 \) and \( e_2 \). Hence, \( L_m \) remains unchanged since \( e_1 \) occurs. Besides, \( C_t \) is also not updated because no release operation has been done in between \( e_1 \) and \( e_2 \). To ensure the condition \( L_m = C_t \) true, we cannot remove the assignment from \( C_t \) to \( L_m \).

**Case 5.** [if \( \text{lastThread}(m) \neq t \) and \( \text{lastLock}(t) = m \)].

Let \( e_1 \) be an event that \( t \) releases \( m \) such that \( \text{lastLock}(l) = m \), \( e_2 \) be an event that \( t \) releases \( m \), and \( e_2 \) be the corresponding lock acquire operation of \( e_2 \). These three events are depicted as the first \((\text{rel}(m))\) and the last two events \((\text{acq}(m) \text{ and rel}(m))\) in Case 5 of Figure 4.

Consider the trace \((...e_1 \ldots e_2 \ldots e_\ldots)\). When \( e_1 \) occurs, according to FF at line 4 in Figure 2, both \( L_m \) and \( C_t \) share the same contents except for the entries \( L_m[t] \) and \( C_t[t] \). When \( e_2 \) occurs, because \( \text{lastThread}(m) \neq t \) holds, like Case 2, the vector clock \( C_t \) will be updated to \( C_t \cup L_m \). The net result is that the two vector clocks \( L_m \) and \( C_t \) only differ at the positions \( L_m[t] \) and \( C_t[t] \).

When \( e_1 \) occurs, we only need to update \( L_m[t] \) to be \( C_t[t] \). As such, the vector clock assignment from \( C_t \) to \( L_m \) can be eliminated.

**Case 6.** [if \( \text{lastThread}(m) \neq t \) and \( \text{lastLock}(t) \neq m \)].

In this case, we know nothing about the relation between \( L_m \) and \( C_t \). Therefore, no vector-based comparison or assignment can be removed. An example scenario is depicted as Case 6 in Figure 4: when the thread \( t \) releases the lock \( m \), \( t \) has acquired another lock \( (i.e., \text{the lock } l \text{ and } m \text{ has been acquired and released by another thread } (i.e., \text{the thread } s). \)

**Analysis Summary:** For Case 1, we may skip the corresponding tracking on the event \( e_1 \). For Case 3 and Case 5, we can merely update \( L_m[t] \) to be \( C_t[t] \) without applying the tracking as used in the FF algorithm, and can still achieve the same happened-before tracking result. For the other cases, we need to apply FF.

### 4.2 Nested Lock Acquire and Release

In order to handle nested locks, we are going to further analyze each of the six cases presented in Section 4.1, and enhance each case if necessary.

In Cases 2, 4, and 6, no vector comparison or assignment is removed. Hence, even in the nested locks scenarios, the analyses require no revision. Therefore, we only need to analyze the nested versions for Cases 1, 3, and 5. We call their nested lock versions as Cases 1' , 3' , and 5', respectively. Figure 5 illustrates a scenario for each case.

In Case 1', if a thread \( t \) is holding other locks \( (l \text{ in Case } 1') \) when it reacquires a lock \( m \), \( C_t \) may have been incremented. However, this operation does not affect the condition \( L_m \subseteq C_t \). Hence, the comparisons between \( L_m \) and \( C_t \) can still be safely eliminated.

In Cases 3' and 5', if a thread \( t \) is holding other locks \( (e.g., l \text{ in Case } 3') \) and \( 5' \text{ in Figure 5} \) when

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>( t )</td>
<td>( m )</td>
<td>( t )</td>
<td>( m )</td>
<td>( t )</td>
</tr>
<tr>
<td>( \text{rel}(m) )***</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
</tr>
<tr>
<td>( \text{acq}(m) )</td>
<td>( \text{acq}(l) )†</td>
<td>( \text{acq}(m) )</td>
<td>( \text{acq}(m) )</td>
<td>( \text{acq}(m) )</td>
<td>( \text{acq}(m) )</td>
</tr>
<tr>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
<td>( \text{rel}(m) )</td>
</tr>
</tbody>
</table>

Figure 4. Example scenarios of the six cases on acquiring or releasing a lock \((The stars ("***") mean that there may be additional pairs of \( \text{acq}(x) \) and \( \text{rel}(x) \) where \( x \) can be any lock (except \( m \)).)

Figure 5. Nested lock example (Underlined operations are nested outer lock acquires. † indicates that where there may exist more \( \text{acq}(x) \) operations that acquire a lock \( x \). Other symbols are the same as that in Figure 4)
it reacquires the lock \( m \), \( C_t \) may have been incremented due to acquiring some other locks. In between the acquire and release events of \( m \), the thread \( t \) might have already acquired other locks, some of which have not been released yet. Therefore, on the release of \( m \), the condition \( C_t[i] = L_m[t] \) \((1 \leq i \leq n, i \neq t)\) may not hold. So, the assignment from the whole vector clock \( C_t \) to \( L_m \) is necessary. To distinguish Case 3 from Case 3' and Case 5 from Case 5', we define the third auxiliary function \( \text{acqCounter}(t) \). It returns the number of locks that the thread \( t \) has acquired but not yet released since its most recently released lock returned by \( \text{lastLock}(t) \).

Analysis Summary: considering both non-nested lock usage and nested lock usage, the vector clock comparison can be removed if either of the following two conditions is satisfied.

- On \( \text{acquire}(m) \) by \( t \): \([\text{lastThread}(m) = t]\), or
- On \( \text{release}(m) \) by \( t \): \([\text{lastLock}(t) = m \text{ and } \text{acqCounter}(t) = 1]\).

### 4.3 The LOFT Algorithm

Figure 6 shows the LOFT algorithm. Apart from the introduction of the conditions stated at the end of Section 4.2, LOFT extends FF by adding two variables (Lock and \( n \)) to each thread and one variable (\( \text{Tid} \)) to each lock as shown in the State section in Figure 6.

To ease our presentation, we use the same notations as those used in [16]. LOFT maintains an analysis state \((C, L)\) consisting of two parts: (1) \( C \) maps each thread \( t \) (identified by a unique identity \( \text{Tid} \)) to a vector clock \( C_t \), a lock \( m \) (denoted as \( \text{Llock} \)) to keep \( \text{lastLock}(t) \), and a counter \( n \) to keep \( \text{acqCounter}(t) \). (2) \( L \) maps each lock \( m \) to a vector clock \( L_m \) and a thread \( t \) (denoted as \( m.\text{Tid} \)) to keep \( \text{lastThread}(m) \).

Initially, each thread is mapped to a triple: a newly initialized vector clock with all contents as 0s, an empty lock, and the variable \( n \) to 0. Moreover, each lock is mapped to an empty thread and a newly initialized vector clock with 1 in every entry of it.

**Operations on Lock Acquisition:** As shown in Figure 6, on acquiring a lock \( m \) by a thread \( t \), LOFT firstly checks whether \( \text{lastThread}(m) = t \) holds (i.e., \( t = m.\text{Tid} \)). If this condition is satisfied, LOFT does nothing on \( C \). Otherwise, it performs \( C'[t := C_t \cup L_m] \), where the notation \( C'[t := x] \) means that \( C' \) is constructed from \( C \) by substituting the entry \( C[t] \) by \( x \). Finally, LOFT increments \( t.n \) by 1 (that is \( t.n' = t.n + 1 \)).

**Operations on Lock Release:** On releasing a lock \( m \) by a thread \( t \), LOFT firstly checks whether \( \text{lastLock}(t) = m \) (i.e., \( m = \text{Llock} \)) and \( t.n = 1 \) holds. If these two conditions are satisfied, \( C'[t := \text{inc}(C_t)] \) is performed; otherwise, an \( O(n) \) operation \( C'[t := C_t] \) is performed. Lastly, LOFT increases the timestamp of the thread \( t \) \( (C'[t := \text{inc}(C_t)]) \). By performing \( \text{notifyAll} \) (where \( X = [t := X[t] + 1] \)), resets \( t.n \) to 0. It also updates the mapping \( (\text{lastThread} \text{ and } \text{lastLock}) \) between \( m \) and \( t \) by performing both \( m.\text{Tid} = \text{Tid} \) and \( t.\text{Lock} = m \).

**Other operations:** There are some other operations that must be considered to track the happened-before relations among the critical events. These operations include \( \text{fork}(t) \), \( \text{join}(t) \), \text{wait}(t), \text{notify}(t), \text{notifyAll}(t), \) and \( \text{barrier}(t) \), as shown in Figure 6. LOFT takes \( \text{fork}(t) \) and \( \text{join}(t) \) in the same way as presented in [16]. Other operations (\( \text{wait}(t), \text{notify}(t), \text{notifyAll}(t), \) and \( \text{barrier}(t) \)) are monitored as follows:

- On \( \text{wait}(t) \), LOFT firstly performs a lock release operation \( \text{pre-wait}(t) \). After either a \( \text{notify}(t) \) or a \( \text{notifyAll}(t) \) is performed, the \( \text{wait}(t) \) operation will return to its caller. Just before the return from the \( \text{wait}(t) \), LOFT performs a lock acquisition \( \text{acquire}(t) \). In this way, the happened-before relation on the pair of \( \text{wait}(t) \) and \( \text{notify}(t) \) or \( \text{wait}(t) \) and \( \text{notifyAll}(t) \) can be monitored.

Every \( \text{barrier}(t) \) operation involves a barrier instance \( b \). Every such an instance is mapped to a vector clock \( L_b \) in \( L \). (Because any barrier instances can be distinguished from any lock instance by their distinct addresses, we can safely use the same \( L \) to map all locks and all barriers to their vector locks without causing any mistake.) However, to handle a \( \text{barrier}(t) \) operation, the required action is different from that to handle a lock acquisition or release. For each barrier instance \( b \), \( L_b \) is initialized to contain 0 in each entry. On \( \text{pre-barrier}(t, b) \), LOFT performs \( L_b = L_b \cup C_t \). After all thread reach the barrier \( b \), \( L_b \) collects the newest vector clocks of each thread that has called \( \text{barrier}(b) \). When a thread \( t \) returns from a \( \text{barrier}(t) \) call, a \( \text{post-barrier}(b) \) operation is performed so as to update \( C_t \) to reflect the latest timestamps of all other threads involved in the \( \text{barrier}(b) \) by performing \( C_t = L_b \cup C_t \), as shown in Figure 6.

---

1 Note that \( \text{acqCounter}(t) \) is not the total number of locks that \( t \) has acquired but not released. \( \text{acqCounter}(t) \) is set to be 0 initially. On \( \text{acquire}(x) \) (where \( x \) is a lock) by thread \( t \), \( \text{acqCounter}(t) \) is incremented by 1; and on \( \text{release}(y) \) (where \( y \) is also a lock), \( \text{acqCounter}(t) \) is reset to be 0.
TABLE I. Comparisons on effectiveness and its efficiency of LOFT and FF on C/C++ benchmarks.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Application Domain</th>
<th>Size (lines of code)</th>
<th># of worker threads</th>
<th># of Vector operations</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>facesim</td>
<td>Animation</td>
<td>29,428</td>
<td>8</td>
<td>FF (A)</td>
<td>49,021.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (B)</td>
<td>291.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B) + (A)</td>
<td>52.9</td>
</tr>
<tr>
<td>raytrace</td>
<td>Rendering</td>
<td>13,323</td>
<td>8</td>
<td>FF (C)</td>
<td>18,146.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>1316.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(D) + (C)</td>
<td>80.9</td>
</tr>
<tr>
<td>bodytrack</td>
<td>Computer Vision</td>
<td>11,891</td>
<td>8</td>
<td>FF (A)</td>
<td>6,520.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (B)</td>
<td>112.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B) + (A)</td>
<td>0.49</td>
</tr>
<tr>
<td>swaptions</td>
<td>Financial Analysis</td>
<td>1,629</td>
<td>8</td>
<td>FF (C)</td>
<td>4,819.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>97.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(D) + (C)</td>
<td>0.85</td>
</tr>
<tr>
<td>blackschols</td>
<td>Financial Analysis</td>
<td>1,665</td>
<td>8</td>
<td>FF (A)</td>
<td>46.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (B)</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B) + (A)</td>
<td>0.04</td>
</tr>
<tr>
<td>canneal</td>
<td>Engineering</td>
<td>4,526</td>
<td>8</td>
<td>FF (C)</td>
<td>18.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>158.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(D) + (C)</td>
<td>0.84</td>
</tr>
<tr>
<td>streamcluster</td>
<td>Data Mining</td>
<td>2,429</td>
<td>8</td>
<td>FF (A)</td>
<td>61.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (B)</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B) + (A)</td>
<td>0.18</td>
</tr>
<tr>
<td>MySQL</td>
<td>Database</td>
<td>1,015,047</td>
<td>12</td>
<td>FF (C)</td>
<td>25.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>21.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(D) + (C)</td>
<td>0.84</td>
</tr>
<tr>
<td>vips</td>
<td>Media Processing</td>
<td>131,103</td>
<td>4</td>
<td>FF (A)</td>
<td>11,724.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (B)</td>
<td>8,221.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B) + (A)</td>
<td>0.70</td>
</tr>
<tr>
<td>dedup</td>
<td>Enterprise Storage</td>
<td>3,704</td>
<td>8</td>
<td>FF (C)</td>
<td>4,004.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>3,454.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(D) + (C)</td>
<td>0.84</td>
</tr>
<tr>
<td>x264</td>
<td>Media Processing</td>
<td>37,526</td>
<td>8</td>
<td>FF (A)</td>
<td>17,545.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (B)</td>
<td>14,276.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B) + (A)</td>
<td>0.81</td>
</tr>
<tr>
<td>Httpd</td>
<td>Web server</td>
<td>47,145</td>
<td>30</td>
<td>FF (C)</td>
<td>9,661.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>8,337.9</td>
</tr>
<tr>
<td>Chromium</td>
<td>Web browser</td>
<td>3,907,957</td>
<td>22</td>
<td>FF (C)</td>
<td>671.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>517.4</td>
</tr>
<tr>
<td>Firefox</td>
<td>Web browser</td>
<td>3,807,299</td>
<td>17</td>
<td>FF (C)</td>
<td>215,625.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>590.4</td>
</tr>
<tr>
<td>Thunderbird</td>
<td>E-mail client</td>
<td>4,252,805</td>
<td>21</td>
<td>FF (C)</td>
<td>1,896.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LOFT (D)</td>
<td>560.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(D) + (C)</td>
<td>0.84</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>13,267,477</td>
<td>-</td>
<td>FF (A)</td>
<td>7,229,911.30</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>13,267,477</td>
<td>-</td>
<td>LOFT (B)</td>
<td>945,299.00</td>
</tr>
</tbody>
</table>

5. EXPERIMENT

5.1 Implementation and Benchmark

To support our evaluation, we implemented both FF and LOFT for C++ programs with Pthreads on top of Pin 2.9 [26], which is a program dynamic instrumentation tool. For LOFT, on top of the implementation of FF, we further added a 32-bit integer to every lock to record the last thread (lastThread) that releases the lock concerned and a 32-bit integer to every thread, with its first 16 bits to record the most recent lock (lastLock) released by the thread concerned and with its last 16 bits to record the number of the locks (acqCounter) that this thread has acquired but did not released after the most recently released lock which is the same as its lastLock. For a program with n threads and k locks, the worst case space complexity to keep the state for these threads and locks is O(n^2 + kn), which is the same as that of the FF. The introduction of the additional integers in our technique does not affect this worst case space complexity order.

We also implemented LOFT and FF for data race detection as LOFTrace and FFtrace, respectively. See Appendix B for the implementation details. FFtrace is essentially the state-of-the-art FastTrack algorithm [16].

5.2 Benchmark

We selected the PARSEC benchmark suite 2.1 [9] and five widely-used large-scale real-world open-source applications to evaluate LOFT. These large-scale applications (Apache Httpd [1], Chromium [2], Firefox [3], MySQL [4], and Thunderbird [5]) have been used to evaluate techniques in [13]. The PARSEC benchmark suite includes a set of multithreaded programs for emerging and system applications [9]. The application domains include financial analysis, engineering, computer vision, enterprise storage, animation, rendering, data mining, and media processing (see TABLE I for details). These benchmarks have been well studied to validate the concurrency related experiments including concurrent bug detection techniques ([11],[15],[21],[33]). The PARSEC benchmark suite includes 13 benchmarks: black-scholes, bodytrack, canneal, dedup, facesim, ferret, fluidanimate, freqmine, raytrace, stream-cluster, swaptions, vips, and x264. Among these benchmarks, freqmine does not use the Pthreads library, we discard it because our implementations were built on top of the Pthreads library; ferret and fluidanimate crashed even we ran them under the Pin environment (without the use of our tool) due to segmentation faults. All other 10 benchmarks can be successfully invoked and completed under the Pin environment. For each PARSEC benchmark, we use the smallinput input test. For each remaining benchmark, our test harness starts and then stops it as what we did in [13].

5.3 Experimental Setup

We performed the experiment on a machine running the Ubuntu 10.04 Linux with 3.16GHz Dual2 processor and 3.25G physical memory. Each benchmark was run 100 times. TABLE I shows the average number of vector operations performed and time needed to complete all such tracking on each benchmark (Vector operations and Time, respectively). For the PARSEC benchmark suite, we set each benchmark to have 8 worker threads except vips which were preset to have 4 fixed worker threads in the downloaded suite. For other five applications, we used their own configurations, which cannot be changed by us.

We also experimented to see how the actual size (in terms of bytes) of the log files can be affected by our scheme. The log files were generated using the following scheme: on acquire(t, m) or release(t, m): FFtrace adds a corresponding event line “Thread t [acquires] a lock m.” or “Thread t [releases] a lock m.” to the log file for each benchmark. For LOFTrace, if both conditions [lastThread(m) = t] and [lastLock(t) = m and acqCounter(t) = 1] are satisfied on acquire(t, m) or release(t, m), it does nothing; otherwise, it also adds a corresponding event line. When a data race is detected, either tool adds a line to the log file: Data race at: source file:line number. We compare the file sizes with and without compression by using the Linux Gzip compressor.

We also compared FF with LOFT by using different numbers of threads on the benchmarks. We systematically varied the number of threads: 2, 4, 8, 16, 32, and
64, and re-ran the test harnesses of the benchmarks in each case by 100 times each. The subjects vips, dedup, Httpd, Chromium, Firefox, and MySQL, and Thunderbird either used a pre-configured number of worker threads or we were unable to modify this setting. Hence, we did not report the result of these seven subjects in the scalability experiment. On dedup, when the number of thread is 32 or more, it crashed under Pin even without applying our tools. Hence, we did not report the result on this subject as well.

As we have stated in the implementation paragraph, compared to FF, LOFT needs to maintain one more variable for each thread and one more variable for each lock. However, the number of threads and locks in a typical program execution are often limited. Take Httpd for example. The number of locks encountered in the subjects is only 21. The number of threads in a program execution (as we will study in the next section) is also a small integer. Because the addition of each of the two variables only means an extra space of one integer, we anticipate that the extra space needed for LOFT is insignificant. As such, we skipped the experiment that measured the memory footprints consumed by LOFT and FF.

5.4 Data Analysis

TABLE I summarizes the results of the experiment. The second and the third columns (Application Domain and Size) report the application domain ([1],[9],[4]) and the lines of code for each benchmark, respectively. The column “# of worker threads” shows the number of threads used in the experiment. The column “Vector operations” shows the number of vector clock operations performed by FF and LOFT, as well as the ratio of LOFT to FF in the column “(B) ÷ (A)”. The column “Time” shows the corresponding time needed to complete all such tracking in microsecond (μs) for FF and LOFT, as well as the ratio of LOFT to FF in the column “(D) ÷ (C)”. We note that the reported time for LOFT has included the time overhead to maintain the lastThread and lastLock conditions.

**Dimension 1 (The Amount of Removable Operations):** From TABLE I, we observe that LOFT, on average, identifies 0.639 of all the vector clock operations that are needed by FF for lock acquisition or release as removable. Specifically, compared to FF, on swaptions, Httpd, and Firefox, LOFT identifies 0.96, 0.97, and 0.92 of all vector clock operations, respectively, as removable. If we consider the total amount of operations that can be removed from the entire suite of benchmarks, LOFT identifies 0.869 of all such operations as removable. This experimental result is consistent with our conjecture that a lock is often acquired and released consecutively by the same thread in an execution. In other words, in theory, one can find that the conjecture may not hold; but in practice, our findings show that this phenomenon popularly occurs in executions in programs that can be represented by this experiment.

TABLE II shows the sizes of the lock trace (log) files generated by FF rac and LOFT rac without (“Log size”) and with (“Compressed by gzip”) applying compression on the generated lock trace files.

From TABLE II, we observe that, on average, LOFT rac reduces up to 0.489 of the log files generated by FF rac. On swaptions and Firefox, we find that most of the lock acquisitions and releases were only performed by the main thread; therefore, the size of the log files generated by LOFT rac was much smaller than that generated by FF rac. After compression, the mean size of the log files generated by LOFT rac is 0.274 smaller than that generated by FF rac.

We also classified all benchmarks into four sets according to their application types as shown in the third column (“Application classification”) in TABLE II. The four sets are: Computer Graphics, Compute-bound programs, Data-centric programs, and Web Applications. We find from column “(F)÷(E)” that the lock trace reduction ratio for the benchmarks in the Web Application category is 0.65–0.95. For the compute-bound benchmarks, the corresponding ratio is 0.50–0.92. Such saving is significant. For the other two categories, the reduction ratios vary from 0.02 to 0.75. Noticeably, for the four programs with millions line of code (MySQL, Chromium, Firefox, and Thunderbird), the reduction ratios are 0.32–0.95 without compression and 0.27–0.94 with compression.

**TABLE II. Size of Log Files on C/C++ benchmarks.**

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Application Domain</th>
<th>Application Classification</th>
<th>Log size (bytes)</th>
<th>Compressed by gzip (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>facesim</td>
<td>Animation</td>
<td>Computer</td>
<td>2,030,782.8</td>
<td>1,228,941.5</td>
</tr>
<tr>
<td>raytrace</td>
<td>Rendering</td>
<td>Graphics</td>
<td>12,524.9</td>
<td>9,731.6</td>
</tr>
<tr>
<td>bodytrack</td>
<td>Computer Vision</td>
<td></td>
<td>273,703.7</td>
<td>239,662.1</td>
</tr>
<tr>
<td>swaptions</td>
<td>Financial Analysis</td>
<td>Compute-bound</td>
<td>2,040.0</td>
<td>170.0</td>
</tr>
<tr>
<td>blackscholes</td>
<td>Financial Analysis</td>
<td></td>
<td>170.0</td>
<td>85.0</td>
</tr>
<tr>
<td>canneal</td>
<td>Engineering</td>
<td>Data-centric</td>
<td>2,712.0</td>
<td>672.0</td>
</tr>
<tr>
<td>streamcluster</td>
<td>Data Mining</td>
<td></td>
<td>31,203,402.4</td>
<td>11,080,455.5</td>
</tr>
<tr>
<td>MySQL</td>
<td>Database</td>
<td></td>
<td>16,686,778.0</td>
<td>11,302,350.1</td>
</tr>
<tr>
<td>vips</td>
<td>Media Processing</td>
<td></td>
<td>487,771.9</td>
<td>386,395.0</td>
</tr>
<tr>
<td>dedup</td>
<td>Enterprise Storage</td>
<td></td>
<td>782,809.8</td>
<td>756,066.8</td>
</tr>
<tr>
<td>x264</td>
<td>Media Processing</td>
<td></td>
<td>75,403.9</td>
<td>73,789.6</td>
</tr>
<tr>
<td>Httpd</td>
<td>Web server</td>
<td>Web</td>
<td>244,246.3</td>
<td>49,159.1</td>
</tr>
<tr>
<td>Chromium</td>
<td>Web browser</td>
<td>Application</td>
<td>24,244,261.5</td>
<td>8,512,124.2</td>
</tr>
<tr>
<td>Firefox</td>
<td>Web browser</td>
<td></td>
<td>339,161,513.7</td>
<td>16,423,195.9</td>
</tr>
<tr>
<td>Thunderbird</td>
<td>E-mail client</td>
<td></td>
<td>83,558,698.4</td>
<td>14,745,031.1</td>
</tr>
</tbody>
</table>

**Total** | -                 | -                          | 498,766,820.30   | 64,807,829.50             |

**Mean** | -                 | -                          | -                | -                        |

**H**(G)÷(E)
Appendix D shows supplementary results.

**Dimension 2 (Scalability of LOFT):** Figure 7 shows the ratio (x-axis) on the number of vector operations retained in a log trace generated by LOFT to that of FF at different numbers of threads (y-axis) on each benchmark that we are able to configure the number of threads used for the benchmark. From Figure 7, we observe that the ratio is fairly stable across different numbers of threads on the same benchmark, except on bodytrack and raytrace. On average, in the experiment, LOFT can remove 0.55 of all such operations in the lock traces. From Figure 7, on bodytrack and raytrace, the curves move up with an increasing number of threads. On the two Computer-Graphics benchmarks, we found that the interleaving among the threads becomes more complex and lock contentions among worker threads are increasingly noticeable.

**Dimension 3 (Online Tracking Time):** From the Time column in TABLE I, we find that, on average, LOFT ran 16.9% faster than FF on tracking all the critical events. The results were consistent across all the benchmarks. On the three large-scale real-life programs, LOFT runs 18–20% faster than FF. The result indicated that the overheads of LOFT can be well-compensated by the amount of reduced removable operations. Appendix E shows the corresponding hypothesis testing result that confirm the difference is statistically meaningful.

**Dimension 4 (Precision on Concurrency Bug Detections):** Although we have analyzed in Section 4 that LOFT does not compromise the tracking of critical events (and hence, it does not affect the precision of the associated concurrency bug detections), we still report the results here as a second-line validation of LOFT. We find that FF$_{race}$ and LOFT$_{race}$ reported the same number of data races on all subjects we used. The numbers of races detected by either technique for the subjects listed in TABLE I, from top to bottom, are 0, 13, 5, 0, 5, 0, 29, 12, 0, 0, 26, 12, 134, 2, and 3, respectively.

Appendix C shows a further evaluation on a suite of Java benchmarks. The results on Java benchmarks are consistent with the results reported above.

### 6. RELATED WORK

**Tracking of Happened-before Relations**: Online dynamic concurrency bug detectors (e.g., [10],[16],[21],[27],[30]) often use vector clocks to track the happened-before relations among the monitored events. The empirical results of FastTrack [16] show that most of such events are data access events, and FastTrack optimizes the bug detection algorithm for such data access events. If the amount of data access events can be reduced such as by sampling some but not all data access events, the incurred overhead can be reduced, but then the amount of synchronization events emerges to become the bottleneck [10].

Our approach can be regarded as a strategy toward addressing this bottleneck by identifying two kinds of synchronization events (as quantified as Case 1, Case 3, and Case 5 in Section 4) not to be tracked in full. We have compared to FastTrack extensively in this experiment. LiteRace [28] is another sampling strategy, that it consists of an online monitoring phase and an offline tracking phase to detect concurrency bugs. RaceZ [33] is also a sampling strategy on data race detection; however, it is based on lockset and collects memory accesses through hardware rather than through software instrumentation. Carisma [38] can effectively detect race conditions when the sampling rate is very low. They all fully track the synchronizations among lock and thread events. Our technique is applicable during their synchronization collection phases, and complements their techniques as well as in other fields (i.e., atomicity violation detection [23] and execution replay [7]) that also employ the happened-before relation to track synchronization events.

FastTrack [16] introduces the concept of epoch for the tracking of memory accesses. Their idea cannot be applied to track the happened-before relations among synchronization events because the successful application of epoch relies on the insight that the write operations of the same memory location among threads in an execution forms a total order; and yet for lock acquisition and release events among threads, no such total order can be assumed.

**Event Filtering**: To iron out the thread-local memory locations from the pool of all memory locations, using a state machine event filter is popular in many detectors (e.g., [30],[31],[37]). Such a strategy reduces the slowdown without compromising the precision of such detectors. Another type of filter is to remove irrelevant lock dependency generated from a log trace, which in [13], we showed that such a strategy can significantly improve the performance of a detector in an empirical study. LOFT can also be regarded as an event filter. It complements existing work by filtering removable synchronization events.

**Log Reduction**: There is also a large body of log reduction techniques. Checkpointing [14] records part of the execution logs such that these logs are adequate to replay the given program with aim to reproduce bugs. Lee et al. [24] use the rich runtime information to reduce the log size. It firstly instruments the given program to record the selective events (e.g., read and write) in forms of units (e.g., for-loops) during runtime. Then, it analyzes the recorded logs offline and eliminates the...
event that has no dependency relation to the next event. However, these reduction techniques are only applicable for sequential programs [24]. LOFT is applicable to reduce traces of multithreaded programs. Tallam et al. [34] proposed a demand-driven approach to log reduction. For a given bug signature, their technique identifies the threads and execution regions that are irrelevant to the bug and removes them. LOFT is generic and does not rely on any bug signature. SimTrace [20] is an offline and static technique to simplify an execution trace by merging two events if they are performed by the same thread and no other event occurs in between them through trace equivalence. LOFT is a dynamic and on-the-fly technique.

7. CONCLUSION

In this paper, we have proposed an approach entitled LOFT to substitute removable operations in the online tracking of the happened-before relations of synchronization events by thread-local timestamp updating. We have analyzed the scenarios of consecutive thread-centric lock operations and have identified a sound condition that a technique can rely on to safely remove the involved vector clock comparisons and content copy of vector clock in the tracking of such relationships among such events. We have conducted an experiment to validate LOFT. In the experiment, using FF as the baseline, LOFT has identified, on average 63.9% of all the vector comparisons and updates as removable, reduced 87.0% in terms of the lock trace size, and run 16.9% faster in completing such tracking.

Our work only answers an aspect of log reduction.

As discussed in Section I, the potential of duplicated subsequences in log traces have been explored by a large body of regression testing techniques. It is interesting to integrate the log traces generated by our approach with such techniques.
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APPENDICES

A. Correctness Proof

In this section, we extend Section 4.1 with the correctness proof for the cases where the vector clock updates can be eliminated. To distinguish the different vector clock content at different events, we use the symbol \( V^e \) to denote the vector clock content when event \( e \) occurs. For example, on event \( e_a = \text{acquire}(t, m) \), we use \( C_t^e_a \) to denote the vector clock of the thread \( t \) and \( L_m^e_a \) to denote the vector clock of the lock \( m \).

We firstly analyze the scenarios in which \( e \), is an acquire \((t, m)\). There are two cases: Case 1 and Case 2.

Case 1. [If lastThread\((m) = t \).]

Let \( e \) be an event in a trace denoting that \( t \) releases \( m \) such that lastThread\((m) = t \), and \( e \), be an event in the same trace that \( t \) acquires \( m \) after the occurrence of \( e \).

Consider the trace \( \ldots e_1 \ldots e_s \ldots \), when \( e_1 \), occurs, according to FF (at lines 3 and 4 in Figure 2), we must have:

\[
L_m^e_1[i] = C_t^e_1[i] \quad (1 \leq i \leq n, i \neq l), \quad \text{and} \quad L_m^e_1[l] < C_t^e_1[l] \quad (l = t) \tag{1}
\]

When \( e \), occurs, because lastThread\((m) = t \) holds, \( L_m \) is not changed by any other thread. So, we have:

\[
L_m^e = L_m^e_1 \tag{2}
\]

However, the values in \( C_t \) may be incremented because \( t \) may acquire some other lock(s) in between \( e_1 \) and \( e \), (as illustrated by the "*" symbols in Case 1 of Figure 4); otherwise, \( C_t \) must remain unchanged. No matter \( C_t \) is incremented or not, we have

\[
C_t^e \subseteq C_t^e_1 \tag{3}
\]

From Eq. (1), (2), and (3), when \( e \), occurs, we have \( L_m^e \subseteq C_t^e \). Therefore, there is no need to perform any comparison between \( L_m \) and \( C_t \), and the corresponding comparison can be removed when \( e \), occurs. Moreover, we need not to update the timestamp at \( C_t^e \) on this acquire event according to FF (at line 5 in Figure 2).

Case 2. [If lastThread\((m) \neq t \).]

Let \( e \), be an event that \( t \) acquires \( m \).

Consider the trace \( \ldots \ldots e_s \ldots \ldots \), when \( e \), occurs, because we have lastThread\((m) \neq t \), there are two sub-cases to consider: \( m \) must either have been released by a thread \( t' \) (where \( t' \neq t \)) or have not been updated since it was initialized. In the former case, \( L_m \) must once contain a value the same as that of \( C_t \cup L_m \). In the latter case, the value of \( L_m \) must be different from that of \( C_t \) because all locks are initialized as all 0s, whereas all threads are initialized as all 1s (see lines 1 and 2 of Figure 2). Therefore, without further checking, we cannot determine a definite happened-before relation between \( L_m \) and \( C_t \).

In this situation, when \( e \), occurs, such a comparison and its associated potential assignment from \( C_t \cup L_m \) to \( C_t \) are necessary. Hence such operations are not removable (which is depicted by the second (dotted) arrow in Case 2 of Figure 4).

We now analyze scenarios in which \( e \), is a release\((t, m) \). There are four cases: Cases 3–6.

Case 3. [If lastThread\((m) = t \) and lastLock\((t) = m \).]

Let \( e_1 \) be an event in a trace that \( t \) releases \( m \) such that lastThread\((m) = t \) and lastLock\((t) = m \), be an event that \( t \) releases \( m \), and \( e_2 \) be the corresponding lock acquisition operation performed by \( t \) with respect to \( e \).

Consider the trace \( \ldots e_1 \ldots e_2 \ldots e_s \ldots \), when \( e_2 \), occurs, because lastThread\((m) = t \) holds, the situation is the same as that in Case 1. According to Case 1, we have:

\[
L_m^e_1[i] = C_t^e_1[i] \quad (1 \leq i \leq n, i \neq l), \quad \text{and} \quad L_m^e_1[l] < C_t^e_1[l] \quad (l = t) \tag{4}
\]

\[
L_m^e = L_m^e_1 \tag{5}
\]

In between the occurrences of \( e_1 \) and \( e_2 \), because of the condition lastLock\((t) = m \), we have:

\[
C_t^e = C_t^e_1 \tag{6}
\]

(Note that Eq. (6) is different from Eq. (3) for Case 1 because, here, we know that \( t \) neither acquires nor releases any other lock in between \( e_1 \) and \( e_2 \). Due to the condition lastLock\((t) = m \). Therefore, we have:

\[
C_t^e = C_t^e_1 \tag{7}
\]

Besides, in between the occurrences of \( e_2 \) and \( e_s \), \( m \) is held by \( t \) and has not been released by the latter. So, \( L_m \) must be kept unchanged. Therefore, we have:

\[
L_m^e = L_m^e_1 \tag{8}
\]

From Eq. (4), (5), (6), (7), and (8), we obtain the following:

\[
L_m^e[i] = C_t^e[i] \quad (1 \leq i \leq n, i \neq l) \quad \text{and} \quad L_m^e[l] < C_t^e[l] \quad (l = t) \tag{9}
\]

Therefore, to make \( L_m = C_t \) true when \( e \), occurs, we only need to update \( L_m[e] \) to be \( C_t[e] \); and the removable vector clock comparison between \( C_t \) and \( L_m \) can be eliminated.

Case 4. [If lastThread\((m) = t \) and lastLock\((t) \neq m \).]

Let \( e_1 \) be an event that \( t \) releases \( m \) such that lastThread\((m) = t \), \( e_1 \) be an event that \( t \) releases \( m \), and \( e_2 \) be the corresponding acquire operation of \( e \).

Consider the trace \( \ldots e_1 \ldots e_2 \ldots e_s \ldots \), when \( e_1 \), occurs, because lastThread\((m) = t \) holds, the situation is the same as that in Case 1, we have:

\[
L_m^e_1[i] = C_t^e_1[i] \quad (1 \leq i \leq n, i \neq l) \tag{9}
\]
\( L_m^{c_i}[i] < C_t^{c_i}[i] \) \( (i = f) \)
When \( e_2 \) occurs, because of the condition lastLock(t) \( \neq m \), \( C_t \) may have been adjusted due to acquiring and releasing some other lock. So, we only get:
\[
C_t^{e_2} \subseteq C_t^{e_2} \tag{10}
\]
When \( e_1 \) occurs, the condition lastThread(m) = \( t \) implies that \( m \) has not been acquired and released by any other thread in between \( e_1 \) and \( e_. \). Hence, we have:
\[
L_m^{e_1} = t_m^{e_1} = t_m^{e_2} \tag{11}
\]
In between the occurrences of \( e_2 \) and \( e_1 \), \( t \) has not acquired and released any other lock, we have:
\[
C_t^{e_2} = C_t^{e_1} \tag{12}
\]
From Eq. (9), (10), (11), and (12), we can only infer that \( L_m^{e_1} \subseteq C_t^{e_1} \) holds. Therefore, to ensure the condition \( L_m = C_t \) to be true, the vector clock assignment from \( C_t \) to \( L_m \) is not removable.

**Case 5.** [if lastThread(m) \( \neq t \) and lastLock(t) = \( m \)].

Let \( e_1 \) be an event that \( t \) releases \( m \) such that lastLock(t) = \( m \), \( e_2 \) be an event that \( t \) releases \( m \), and \( e_2 \) be the corresponding lock acquire operation of \( e_1 \).
Consider the trace \( \{ \ldots, e_2, e_1, e_2, \ldots \} \), on \( e_1 \), according to FF at line 4 in Figure 2, we have:
\[
L_m^{e_1}[i] = C_t^{e_1}[i] \quad (1 \leq i \leq n, i \neq f)
\]
\[
L_m^{e_2}[i] < C_t^{e_1}[i] \quad (i = f) \tag{13}
\]
From lastThread(m) \( \neq t \), we know that, between \( e_1 \) and \( e_2 \), there must exist at least one pair of lock acquisition and release events on \( m \) performed by some other thread \( s \) such that \( s \neq t \). To ease our proof, we denote the last pair of such lock acquisition and release events by \( s \) as \( e_{sa} \) and \( e_{sv} \), respectively.
From \( e_1 \) to \( e_2 \), because held lastLock(t) = \( m \), \( C_t \) must keep unchanged and \( L_m \) must have been incremented. Therefore, we have:
\[
C_t^{e_2} = C_t^{e_1} = C_t^{e_1}, \quad \text{and}
L_m^{e_1} = L_m^{e_1} \subseteq L_m^{e_2} \tag{14}
\]
When \( e_2 \) occurs, because lastThread(m) \( \neq t \) holds, which is the same as Case 2. We have:
\[
C_t^{e_2}[i] = \max(C_t^{e_1}[i], L_m^{e_1}[i]), \quad (1 \leq i \leq n) \tag{15}
\]
In between the occurrences of \( e_2 \) and \( e_1 \), \( L_m \) cannot be changed because no release event of \( m \) occurs. Hence, we have:
\[
L_m^{e_2} = L_m^{e_1} \tag{16}
\]
Then, from Eq. (13), (14), (15), and (16), we infer that:
\[
C_t^{e_2}[i] = L_m^{e_1}[i] \quad (1 \leq i \leq n, i \neq f) \tag{17}
\]
In between the occurrences of \( e_2 \) and \( e_1 \), both vector clocks of \( m \) and \( t \) cannot be changed, which implies:
\[
C_t^{e_1} = C_t^{e_2} \quad \text{and}
L_m^{e_1} = L_m^{e_2} \tag{18}
\]
So, when \( e_1 \) occurs, from Eq. (17) and (18), we have:
\[
C_t^{e_1}[i] = L_m^{e_1}[i] \quad (1 \leq i \leq n, i \neq f)
\]
and
\[
C_t^{e_1}[i] < L_m^{e_1}[i] \quad (i = f).
\]
Hence, to make sure \( L_m = C_t \) true when \( e_1 \), occurs, we only need to update \( L_m[t] \) to be \( C_t[t] \) and the removable vector clock comparison between \( C_t \) and \( L_m \) can be eliminated.

**Case 6.** [if lastThread(m) \( \neq t \) and lastLock(t) \( \neq m \)].
In this case, we know nothing about the relation between \( L_m \) and \( C_t \). Therefore, no vector-based comparison or assignment is removed.

**B. Implementation**

We have shown by a theoretical analysis in Section 4 that our algorithm can identify removable operations, and update the set of vector clocks for threads and locks to achieve an equivalent result of FF in tracking critical events. We have further implemented the data race tracking algorithm (FastTrack) presented in [16] to LOFT. The detail is as follows. We note that both FF and LOFT have no need to track memory accesses.

**Memory Shadow**: To track memory accesses, we adopted a two level shadow implementation M0 as described in [41]. We also used a Copy-on-Write strategy to start to shadow a memory location on the first access to it which is either a read or a write so that the allocated but non-accessed memory was not shadowed, which could save the memory consumption and the time needed to shadow those non-accessed memory. For each thread, because Pin supplies a thread-local storage (TLS) per thread [26], we used this TLS to store a data set (e.g., thread vector clock) for each thread.

### Table III. Comparisons on effectiveness and its efficiency of LOFT and FF on Java benchmarks.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Application</th>
<th>Domain</th>
<th>Size (lines of code)</th>
<th># of worker threads</th>
<th># of Vector operations</th>
<th>Time (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FF (K)</td>
<td>LOFT (L)</td>
</tr>
<tr>
<td>crypt</td>
<td>IDEA Encryption</td>
<td></td>
<td>1,191</td>
<td>7</td>
<td>12.0</td>
<td>2.0</td>
</tr>
<tr>
<td>lufact</td>
<td>LU Factorisation</td>
<td></td>
<td>1,580</td>
<td>4</td>
<td>12.0</td>
<td>4.0</td>
</tr>
<tr>
<td>moldyn</td>
<td>Molecular Dynamics Simulation</td>
<td></td>
<td>1,351</td>
<td>4</td>
<td>22.0</td>
<td>2.0</td>
</tr>
<tr>
<td>montecarlo</td>
<td>Monte Carlo Simulation</td>
<td></td>
<td>3,630</td>
<td>4</td>
<td>22.0</td>
<td>2.0</td>
</tr>
<tr>
<td>series</td>
<td>Fourier Coefficient Analysis</td>
<td></td>
<td>919</td>
<td>4</td>
<td>12.0</td>
<td>2.0</td>
</tr>
<tr>
<td>sor</td>
<td>Successive Over-relaxation</td>
<td></td>
<td>828</td>
<td>4</td>
<td>12.0</td>
<td>2.0</td>
</tr>
<tr>
<td>sparse</td>
<td>Sparse Matrix Multiplication</td>
<td></td>
<td>820</td>
<td>4</td>
<td>12.0</td>
<td>2.0</td>
</tr>
<tr>
<td>tsp</td>
<td>Traveling salesman Problem</td>
<td></td>
<td>718</td>
<td>5</td>
<td>45.0</td>
<td>36.5</td>
</tr>
<tr>
<td>raja</td>
<td>Ray Tracer</td>
<td></td>
<td>10,516</td>
<td>9</td>
<td>17.1</td>
<td>5.0</td>
</tr>
<tr>
<td>raytracer</td>
<td>3D Ray Tracer</td>
<td></td>
<td>1,938</td>
<td>4</td>
<td>48.5</td>
<td>11.0</td>
</tr>
<tr>
<td>elevator</td>
<td>Discrete Events Simulator</td>
<td></td>
<td>550</td>
<td>4</td>
<td>5,174.4</td>
<td>1,962.3</td>
</tr>
<tr>
<td>philo</td>
<td>Dinning Philosophers Simulator</td>
<td></td>
<td>116</td>
<td>6</td>
<td>24.0</td>
<td>4.1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td>24,157</td>
<td></td>
<td>5,413.0</td>
<td>2,034.9</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2,541.5</td>
<td>827.2</td>
</tr>
</tbody>
</table>
For each lock and each barrier, we used an unordered map supplied by the GCC compiler to map the lock or the barrier to a set of data (e.g., a vector clock).

C. Further Evaluation on Java Benchmarks

In Section 5, we have evaluated LOFT on a suite of C/C++ multithreaded programs. In this section, we further evaluated LOFT on a set of multithreaded Java benchmarks.

We firstly downloaded the RoadRunner framework [17] that included the latest implementation of FastTrack [16] written by the authors of FastTrack. We then implemented LOFT\textsuperscript{2} on top of this FastTrack implementation on the downloaded RoadRunner. We ran the benchmarks for both LOFT and FF as well as \textit{FF}_{\textit{race}} and LOFT\textit{race} in the same machine as reported in Section 5.

We selected 12 benchmarks including crypt, lufact, moldyn, montecarlo, series, sor, sparse, tsp, raja, raytracer, elevator, and philo. All these benchmarks are from [16] that have been used to evaluate \textit{FF}_{\textit{race}}. We did not use the other benchmarks such as jbb reported in [16] due to our financial budget issue as they were paid benchmarks. We did not include eclipse because we found that the downloaded RoadRunner framework fails to run correctly when monitoring eclipse even without any changes we made to implement LOFT on it.

TABLE III shows the average number of vector operations performed and time taken to complete such tracking on each Java benchmark. The columns of TABLE III carry the same meanings as those of TABLE I. From TABLE III, we find the following: (1) on average, LOFT identifies 74.5% of vector clock operations needed by FF are removable; (2) for the online tracking time, on average, LOFT ran 49.4% faster than FF. These results are similar to our findings on the C/C++ benchmarks reported in Section 5 of this paper.

TABLE IV shows the size of trace log on the Java benchmarks both before and after compression. The columns of TABLE IV carry the same meanings as those of TABLE II. From TABLE IV, we observe that LOFT\textit{race} reduces up to 74.5% of log files generated by \textit{FF}_{\textit{race}}. After compression, on average, a reduced log file is 9.1% smaller than that generated by \textit{FF}_{\textit{race}}.

The numbers of reported data races on these Java benchmarks by \textit{FF}_{\textit{race}} and LOFT\textit{race} are the same, which are 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, and 0 for the benchmarks in TABLE III from top to down, respectively. Note that two of these numbers (on montecarlo and raja) are different from the original data reported in [16]. This is because we used the latest version of \textit{FF}_{\textit{race}} and the original implementation used in [16] has an implementation bug as reported in [40] by the same authors of the FastTrack.

D. Study on Generated Lock Trace

To understand the generated log trace better, we further study the generated lock trace files. TABLE VI shows the corresponding parts of the log files on the benchmark raytrace in the first column and the second column generated by \textit{FF}_{\textit{race}} and LOFT\textit{race}, respectively. On raytrace, thread 0 consecutively acquired and released a lock \textit{m} for 22 times; and then it acquired and released a lock \textit{n} once, followed by acquiring and releasing the lock \textit{m} again for another 5 times. At this moment, thread 1 acquired and released a lock \textit{k}, and a data race was detected. Therefore, \textit{FF}_{\textit{race}} generated one log event line for each \textit{acquire} or \textit{release} event, as shown in the first column. In total, there were 60 event lines before the data race is reported. LOFT\textit{race} was able to identify the consecutive \textit{acquire} and \textit{release} of the same lock through \textit{lastThread}, \textit{lastLock}, as well as \textit{acqCounter}. It avoided generating the corresponding log event lines incurred by \textit{FF}_{\textit{race}}. As shown in the second column of TABLE VI, LOFT merely generated 8

\textsuperscript{2}Our LOFT is available at: www.cs.cityu.edu.hk/~51948163/loft/.
event lines for the event trace of raytrace before reporting the same data race as FF 

It not only results in a log file that is only 15% of the original log file size, but also can be more comprehensible for programmers to study the reported race problem.

Indeed, from the generated log files, we found that during the startup period of a program in the benchmark suites, the main thread popularly and consecutively acquired and released the same lock. For example, as shown in TABLE VI, on raytrace, the main thread consecutively acquired and released the same lock for 22 times before acquired and released a second lock, and then acquired and released the first lock consecutively for another 5 times. It is interesting to study on why programs were developed as such.

### E. Mann-Whitney U Test Result on Tracking Time

To further compare the online tracking time, we also computed the Mann-Whitney U Test result using the Matlab ranksum tool [39] on the dataset that composed the timing statistics presented in TABLE I and TABLE IV. The result is presented in TABLE V, which shows that LOFT and FF are different significantly at the 0.001 significance level across all the benchmarks.

### F. Threats to Validity

The C/C++ version of our LOFT and FF were implemented by us and the Java versions are based on the original FF implementation [16]. We have assured our implementations on several small multithreaded C/C++ and Java programs. Different implementations may have different effects on the performance and the collected data. All benchmarks we used (including both C/C++ and Java benchmarks) are widely studied in previous experiments. Using other set of benchmarks may produce different results. Besides, profiling an execution may affect the original program execution. However, since both LOFT and FF only analyze the synchronizations; and the profiling is much less intrusive than profiling memory accesses. We compared LOFT and FF by using the following three metrics: the number of vector operations on synchronizations, the size of generated log files, and the time taken to track all these synchronizations. Using different metrics may have different results.
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