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Abstract—Dynamically detecting data races in multithreaded programs incurs significant slowdown and memory overheads. Many existing techniques have been put forward to improve the performance slowdown through different dimensions such as sampling, detection precision, and data structures to track the happened-before relations among events in execution traces. Compiling the program source code with different compiler optimization options, such as reducing the object code size as the selected optimization objective, may produce different versions of the object code. Does optimizing the object code with a standard optimization option help improve the performance of the precise online race detection? To study this question and a family of related questions, this paper reports a pilot study based on four benchmarks from the PARSEC 3.0 suite compiled with six GCC compiler optimization options. We observe from the empirical data that in terms of performance slowdown, the standard optimization options behave comparably to the optimization options for speed and code size, but behave quite different from the baseline option. Moreover, in terms of memory cost, the standard optimization options incur similar memory costs as the baseline option and the option for speed, and consume less memory than the option for code size.
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I. INTRODUCTION

Multithreaded programs are more difficult to develop correctly than their sequential counterparts due to the non-deterministic interference among threads in program executions. Programmers may design various locking mechanisms such as consistently applying the same lock object to protect the same shared memory location.

On the one hand, adding more locks may compromise the degree of parallelism, and may introduce deadlocks. On the other hand, adding insufficient thread locking to protect shared memory locations may lead to harmful data races. Moreover, it is still impractical to implement a program that is free of bugs. Hence, although the locking mechanism designs behind a multithreaded program could be perfect, the actual implementations may be wrong. Many well-known accidents [13][14][16][20] are due to data races [7], a common type of concurrency bugs.

The source code of a multithreaded program written in many programming languages such as C/C++ should be firstly compiled into the object code format so that dynamic race detection can be performed on it. In the compiling process, programmers may optimize their code for different objectives such as reducing the object code size. The compilers support such program optimizations by providing a suite of different options for programmers to choose. For instance, the GNU GCC compiler [9] has a long list of optimization options [10], and some of them have been popularly used by many real-world multithreaded programs.

Many existing dynamic race detection strategies either passively monitor a program execution to detect races [3][7] or actively manipulate the thread schedules of a program execution with the aim of exposing races with higher probabilities [2][24]. Almost all existing empirical studies either are in the form of surveys of bug samples (e.g., [17]), or mine the artifacts in bug repositories (e.g., [8][23]) to reveal certain concurrency bug characteristics. To the best of our knowledge, Jia and Chan [12] reported the first study on systematically examining the effects of multiple compiler optimization options on the effectiveness of dynamic race detection for multithreaded programs. However, none of them systematically examines and compares the efficiency aspect of race detection for multithreaded programs compiled with different compiler optimization options.

We thus ask the following question in this paper: Is the efficiency (performance in particular) of the precise online dynamic race detection sensitive to the change in the compiler optimization option used to produce the object code? Fig. 1 illustrates our research question.

This paper reports a pilot study for this research question based on four benchmarks of the PARSEC 3.0 suite [21] and six representative compiler optimization options [10] of the GNU GCC compiler [9]. We studied the slowdown factor and memory footprint of the precise online race detection. To the best of our knowledge, this paper is the first work that examines the efficiency aspect of data race detection in multiple compiler optimization option settings.
The empirical result shows that different standard optimization options do not make any significant difference among them in terms of both slowdown factor and memory footprint. In terms of slowdown factor, they are also comparable to the optimization options for speed and code, but they are quite different from the baseline option. It is surprising to observe from the experiment that in three out of four benchmarks, using a standard optimization option is less efficient than using the baseline option. In terms of memory footprint, the standard optimization options consume comparable memory costs as the baseline option and the option for speed, but consume less memory than the option for code size.

The rest of the paper is organized as follows. Section II reviews the related work to set the context of our work. Section III revisits the preliminaries about the precise online dynamic race detection. Section IV formulates a suite of research questions to be investigated in the pilot study presented in this paper. Section V describes the experimental setup of the pilot study. Section VI analyzes the empirical data to answer the research questions. Section VII concludes the paper.

II. RELATED WORK

Many concurrency bug detection techniques [2][7][24] have been proposed to detect bugs in multithreaded programs. Many mainstream software vendors such as Intel, Oracle, Microsoft, Google, and IBM also provide tools [18][25] to assist programmers to test their own programs. At the same time, many empirical studies on concurrency bugs in real-world multithreaded programs have been reported in the literature.

Lu et al. [17] described selected characteristics of concurrency bugs observed from their collected programs and how these bugs can be related to the program elements and structures to reveal them. Fonseca et al. [8] expressed that many such studies centered around the causes (i.e., error propagation chains) of the studied concurrency bugs, and they [8] studied the effects of concurrency bugs. Sahoo et al. [22] found that many concurrency bugs reported in the open-source bug repositories of the selected server applications could not be reproduced deterministically, and these reproducible bugs only constituted a small portion of all the bug records they have examined.

More recently, there were many pieces of work that reported their results from mining the bug repositories and code changes to study, say, the bug distributions and other characteristics in programs (e.g., [5][19][23]). However, they all have not studied how and to what extent different compiler optimization options may have affected the detection of concurrency bugs.

Both the work of Jannesari et al. [11] and the work of Yan and Chan [3] reported the results of race detection on benchmarks compiled with the GNU GCC compiler optimization option –O2. Both pieces of work have not reported the findings on other compiler optimization options. To the best of our knowledge, a vast majority of other validation experiments on C/C++ program benchmarks for concurrency bug detection and healing did not report their compiler settings in their respective work.

Jia and Chan [12] reported the first controlled experiment to study the effect of different compiler optimization options on the effectiveness of dynamic data race detection. Their results have shown that a precise online race detector could detect different sets of races with different probabilities from the same program compiled with different compiler optimization options. However, they have not reported results on any non-functional dimension, including the performance and memory footprints as what we did in the pilot study reported in this paper. The present paper complements the work of Jia and Chan [12].

III. DATA RACES

Data races are a popular kind of concurrency bugs. We define it according to one of the most popular definitions [7]. A data race is said to occur when two accesses to the same memory location, at least one of them being a write operation, and their order is not protected by the program according to a concurrency model. Some authors also refer to this type of data race as predictive data races. In our
previous work [3][12][28], we have used this predictive data race definition where the concurrency model is the classical happened-before model [15].

A precise online race detector monitors a set of critical events in an execution trace of a multithreaded program over an input to detect data races. A critical event is an event of interests for race detection. For example, a lock acquisition event performed by a thread at a particular program site [2][27] is a critical event. Other critical events for the precise online race detection include lock release events, thread management events, and memory read/write access events.

In this paper, we refer to LOFT [3] and FastTrack [7] as examples of precise online race detectors.

A precise online race detector tracks the happened-before relations [15] among these critical events to construct an online version of a causality graph. At the same time, it uses this causality graph to determine whether any data race has occurred in this particular execution trace up to the moment of the latest memory access event occurrence. More specifically, if in the online version of the causality graph, two accesses to the same memory location are currently not related by any happened-before relation, and at least one of these two accesses is a write operation, a (predictive) data race on this memory location due to these two accesses is reported.

Data races may occur at multiple memory locations in a program execution. Some of them are harmful races that can affect the correctness of the program’s execution, while the others are benign races. A (benign) race may be intentionally introduced by programmers to improve the program performance and do not compromise the program’s correctness. However, without detecting data races in the first place, developers could not determine whether a potential race is harmful or not.

IV. RESEARCH QUESTIONS

In this section, we formulate a suite of eight research questions to be investigated in this pilot study. They examine four different levels of the compiler optimization options including the baseline, the standard options, the option for speed and the option for size. These option levels are summarized in Table I.

Comparison among the standard optimization options:
RQ1: [Slowdown] Does data race detection on a program compiled with a higher standard optimization option run faster?
RQ2: [Memory footprint] Does data race detection on a program compiled with a higher standard optimization option incur a higher memory footprint?

Comparison between the baseline option and standard optimization options:
RQ3: [Slowdown] Does data race detection on a program compiled with a standard optimization option have any advantage or disadvantage in terms of slowdown factor compared to that on the same program compiled with the baseline optimization option?
RQ4: [Memory footprint] Does data race detection on a program compiled with a standard optimization option have any advantage or disadvantage in terms of memory footprint compared to that on the same program compiled with the baseline optimization option?

Comparison between the other popular optimization options and the standard level optimization options:
RQ5: [Slowdown] Does data race detection on a program compiled with the optimization for speed option run faster than that on the same program compiled with one of the standard level optimization options?
RQ6: [Memory footprint] Does data race detection on a program compiled with the optimization for speed option incur a higher memory footprint than that on the same program simply compiled with one of the

<table>
<thead>
<tr>
<th>Treatment level</th>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>-00</td>
<td>This is the default setting if no other -O option is inputted in the command line. It shortens the compilation time and makes the debugging to produce the expected results.</td>
</tr>
<tr>
<td>Standard Optimization</td>
<td>-01</td>
<td>“Optimizing compilation takes somewhat more time, and a lot more memory for a large function.” (It is the same as -O)</td>
</tr>
<tr>
<td></td>
<td>-02</td>
<td>“GCC performs nearly all supported optimizations that do not involve a space-speed tradeoff. As compared to -O, this option increases both compilation time and the performance of the generated code.”</td>
</tr>
<tr>
<td></td>
<td>-03</td>
<td>“-03 turns on all optimizations specified by -02 and also turns on the -finline-functions, -funswitch-loops, -fpredictive-commoning, -fgcse-after-reload, -fvectorize, -fvect-cost-model, -ftree-partial-pre and -fipa-cp-clone options.”</td>
</tr>
<tr>
<td>Optimization for Speed</td>
<td>-Ofast</td>
<td>“Disregard strict standards compliance. -Ofast enables all -03 optimizations. It also enables optimizations that are not valid for all standard-compliant programs. It turns on -ffast-math and the Fortran-specific -fno-protect-parens and -fstack-arrays.”</td>
</tr>
<tr>
<td>Optimization for Size</td>
<td>-0s</td>
<td>“Optimize for size. -Os enables all -02 optimizations that do not typically increase code size. It also performs further optimizations designed to reduce code size.”</td>
</tr>
</tbody>
</table>

Note: All quoted descriptions are taken from the following URL: http://gcc.gnu.org/onlinedocs/gcc/Optimize-Options.html#Optimize-Options
The compiler version we used was GNU GCC 4.6.3 [9]. This series of compiler is arguably the de facto compiler used in the Linux operating systems. We chose the latest stable version of GNU GCC compiler (gcc 4.6.3) installed on the platform (i.e., Ubuntu Linux 12.04.1) at the time when we conducted the experiment. This compiler version selection limited all the compiler optimization options that we could select in the present experiment. We leave the generalization on the compiler version in a future work.

The instrumentation framework we used was Pin 2.11 [18]. Pin is released by Intel and has been widely used by many research-based program analysis tools [2][3][25] for dynamic instrumentation. It supports the Pthreads threading model only. As such, it also constrained us in selecting the program benchmarks in the experiment.

The program benchmark used in the experiment consisted of four programs selected from the PARSEC 3.0 suite [1][11][21]. These four programs (in the same or different versions) have been used in our previous data race experiments [3][4][12]. Note that the experiments reported in existing work [3][4] used the versions of the four benchmarks taken from PARSEC 2.0. We had verified that the versions of the four programs had been evolved to new versions in PARSEC 3.0. The description statistics of these benchmarks are shown in Table II.

To enable the experiment result to gain statistical powers, we set the total number of runs as 100 on each object code of each program benchmark. This value was also used by many other previous experiments on concurrency bug detection (see [2][12] for example).

Compared to FastTrack [7], the LOFT tool [3] maintains the same race detection precision and improves the race detection efficiency by not recording the redundant lock events (i.e., those that do not contribute to happened-before relations between threads in the same execution). We have extended the implementation of the LOFT tool by handling
more Pthreads primitives instead of merely the basic ones (e.g., `pthread_mutex_lock/unlock`) discussed in the paper [3]. We used this extended version of LOFT as the data race detector in our experiment.

The present pilot study selected one value for each control variable to investigate the research questions. All the chosen values of the control variables, however, posted limitations on this pilot study. We leave the generalization of the study such as increasing the number of possible values of each control variable as a future work.

B. Independent Variable

An independent variable is a variable whose effect is investigated in the experiment. We studied one independent variable: compiler optimization option. Table I shows the available GNU GCC compiler optimization options as well as their treatment levels studied in the present experiment.

Specifically, we treated `-00` as the baseline. According to the descriptions in Table I, options `-01`, `-02`, and `-03` are increasingly optimized, and we treated them as different standard optimization options. We treated the other two options `-Ofast` and `-O0` as the optimization for speed and the optimization for size, respectively.

All the quoted descriptions in the table are taken from the webpage with the following URL: http://gcc.gnu.org/onlinedocs/gcc/Optimize-Options.html#Optimize-Options.

C. Dependent Variables

A dependent variable is a variable that reflects the effect of the independent variable in the experiment. The experiment has two dependent variables: slowdown factor and memory footprint. We measured them to study the sensitivity of race detection on the efficiency aspect due to the change in the level of the independent variable presented in Section V.B.

Through this pilot study, we would like to answer the eight research questions stated in Section IV by analyzing the measured values of the two dependent variables.

D. Experimental Procedure

This section describes the experimental procedure of the study.

For each program benchmark (see Table II), we compiled the program source code using each of the six compiler optimization options (see Table I). As such, we generated six versions of the object codes for each program benchmark.

To measure the differences between different versions of the object code belonging to the same program benchmark, we firstly used SLOCCount [26] to count the lines of source code (LOC) of the program benchmark. Then we used the Linux utility `du` [6] to measure the size of each object code. Table II shows the source code size of each benchmark as well as the size of different versions of object codes.

The descriptive statistics in Table II show that the LOCs of program benchmarks in the experiment ranged from 914 to over 138536. Moreover, the differences in size among the object codes were noticeable in some benchmarks (e.g., more than 50% in `vips`) and small in some other benchmarks (e.g., less than 10% in `blackscholes`).

For each version of the object code, we set the total number of working thread number as 8. Following [4][11], we also set the test input as the simsmall suite taken from the PARSEC 3.0 suite.

To measure the two dependent variables, we used the Linux utility `time` to collect the execution time (i.e., %S + %U) and the memory cost (i.e., %M) of each execution enabling race detection (i.e., we refer to it as a race run) and each execution disabling race detection (i.e., we refer to it as a native run).

Then, we computed the slowdown factor of a race run as the execution time spent by the race run divided by the mean execution time spent by the native runs. Similarly, the memory footprint of the race run was computed as the memory cost of a race run divided by the mean memory cost of the native runs.

We then configured a test script to run each version of the object code with the above configuration for 100 times.

TABLE II. SIZES OF SOURCE CODE AND OBJECT CODE UNDER DIFFERENT OPTIMIZATION OPTIONS OF THE BENCHMARKS

<table>
<thead>
<tr>
<th>Optimization Options</th>
<th>Program Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>blackscholes</td>
</tr>
<tr>
<td>Size of Lines of Source Code</td>
<td></td>
</tr>
<tr>
<td>914</td>
<td>3347</td>
</tr>
<tr>
<td>Size of Object Code (in '000 bytes)</td>
<td></td>
</tr>
<tr>
<td>-00</td>
<td>37</td>
</tr>
<tr>
<td>-01</td>
<td>41</td>
</tr>
<tr>
<td>-02</td>
<td>41</td>
</tr>
<tr>
<td>-03</td>
<td>41</td>
</tr>
<tr>
<td>-Ofast</td>
<td>41</td>
</tr>
<tr>
<td>-O0</td>
<td>41</td>
</tr>
</tbody>
</table>

The table shows the source code size of each benchmark as well as the size of different versions of object codes.
As such, for each version of object codes of each program benchmark, we got a data set that contained 100 entries for the two dependent variables.

Based on the data set of each version of the object code, we computed the statistics and compared them to help us to answer the research questions. Specifically, we used the boxplot graph (see Fig. 3 and Fig. 4) to study the distribution of the 100 value entries of each version of object code collected in the data set. We also tabulate the comparison between different versions of the object codes of the same program benchmark by their mean values and standard deviation values. To ease our comparison, we chose the option 

\texttt{--00} as the baseline and computed the normalized values of the other options. Table III shows these normalized results. We will discuss them in Section VI.

E. Threats to Validity

This pilot study has a number of threats to validity.

Threats to Construct Validity: This pilot study only investigated the effect of compiler optimization options on detecting data races. It had not measured the effects of such options on the detection of other types of concurrency bugs (e.g., deadlocks, atomicity violations). The root causes of data races or the other concurrency bugs were also not examined in this work. Intuitively, the investigation framework shown in Fig. 2 could be applied to study the differences in effects due to differences in compiler optimization options chosen on detecting other types of concurrency bugs. So generalizing the study to other types of concurrency bugs can help to further consolidate the results of this pilot study. We used the Linux utility \texttt{time} to collect the raw data for the two dependent variables. The use of other methods to collect data for the two dependent variables may give different results from ours.

Threats to Internal Validity: The major threat to internal validity was the reliability of the experimental tools, including the data race detector and data analysis tool. We had assured the two tools with some small programs. Our race detector was built on top of a third-party framework (i.e., Pin). Any race activated by this underlying framework in the experiment posted a threat to our study, and yet we had not observed abnormal situations in the experiment. Although we had described all control variables and independent variables in Section IV.A and Section IV.B, there may be confounding factors that we may not be aware of.

Threats to External Validity: This study only investigated one value for each control variable except the program benchmark. For the program benchmark, the four PARSEC 3.0 programs used in its experiment certainly exhibit different behaviors from some other real-world programs. A further experiment on other settings can make the result drawn from the pilot study more persuasive. This work can be generalized to all precise online race detectors, yet our experiment should not be generalized to imprecise (race) detectors.

VI. Data Analysis

Fig. 3 presents the summary on the slowdown factor for each version of the object code in boxplot. For different versions of the object code compiled from the same program benchmark, their data were shown in the same sub-graph in Fig. 3. For example, the sub-graph \texttt{blackscholes} in Fig. 3 shows the distribution of 100 slowdown factor data entries of each of the six different versions of the object code for \texttt{blackscholes}. Fig. 4 shows the distribution of memory footprint organized in the same way as that in Fig. 3.

In Fig. 3, the x-axis shows from left to right the compiler optimization options shown in Table I listed from top to bottom. The y-axis shows the value of the slowdown factor of the race detection. We observed from all four sub-graphs that the length of the box in each bar is very short, which indicates that the slowdown factors of different race runs on the same version of the object code did not change significantly in the experiment.

The slowdown factors among the four sub-graphs range from 22x to almost 100x. The difference is large.

In Fig. 4, the x-axis can be interpreted similar to the x-axis in Fig. 3. The y-axis shows the value of memory footprint of the race detection. The length of the box in each bar in Fig. 4 is also very short.

The memory footprints among the four sub-graphs range from 15x to 134x. The difference is also large. Comparing the corresponding bars between Fig. 3 and Fig. 4 however do not show a consistent trend between the slowdown factor and the memory footprint.

Both Fig. 3 and Fig. 4 show that the value differences in the two dependent variables among different race runs were small in the experiment. Therefore, we used the mean value and the standard deviation value for our further comparison. To make the presentation clean to readers, we took the option \texttt{--00} as the baseline and normalized the mean value of other options by taking the value of this baseline as 1. The normalized results are shown in Table III.

Table III consists of two sections. The sections entitled “Normalized mean slowdown factor” and “Normalized mean memory footprint” show the normalized mean value of the slowdown factor and the memory footprint on each version of the object code of each program benchmark, respectively. The section entitled “Standard derivation” shows the standard deviations of the slowdown factor and the memory footprint. (Note that we did not normalize the standard derivation.)

We observed that compared to the baseline option \texttt{--00}, the other five options incurred higher overheads in terms of the slowdown factor on all benchmarks except \texttt{blackscholes}. We also observed that the differences in the normalized slowdown factor on the five options were not large (except on \texttt{blackscholes} for the option \texttt{--Ofast}).

For the memory footprint, we found that all standard optimization options and the option for the optimization for speed showed very small differences among them. On the other hand, the option for the optimization for size \texttt{--Os} incurred significantly higher memory footprints on two benchmarks (i.e., dedup and x264) than the other five options.
We also observed that the standard deviations in all cases ranged from 0.08 to 1.69 for the slowdown factor and ranged from 0.04 to 0.68 for the memory footprint. Both ranges were small, compared to values of the slowdown factor and the memory footprint as shown in Fig. 3 and Fig. 4, respectively.

For RQ1 and RQ2, we found that the normalized slowdown factor and memory footprint across the standard level optimization options (–O0, –O1, –O2, –O3) were only different marginally by less than 7% on average.

For RQ3, we found that in 9 out of 12 cases (75%) in the experiment, using a standard optimization option made race detection incur a higher slowdown factor than using the baseline option. In the remaining 25% of cases, using the former option made race detection faster to complete. Intuitively, the primary purpose of turning on a standard optimization option to compile a program by a programmer is to improve the performance of the corresponding object code. The increases in the slowdown factor observed in the experiment surprised us. It seems indicating that the adoption of a standard optimization option may not improve the running time performance of programs executing with a race detector, and in some cases, it worsens the situation significantly.

For RQ4, we found that applying each of the three standard optimization options and the baseline options consumed comparable amounts of memory cost (i.e., on blackscholes, dedup and x264), but the former three options consumed less memory than the latter option (on vips).

For RQ5, the option for the optimization for speed (–Ofast) may not make race detection complete earlier compared to the standard level optimization options, which is also surprising. At the same time, in the experiment, this option seldom made a program run much slower either. We only observed one case (blackscholes) that this option made a significant difference and made the race detection to complete faster than a standard optimization option.

For RQ6, we did not observe any significant difference in terms of memory footprint between the option for the optimization for speed (–Ofast) and the standard optimization options on three benchmarks (vips, dedup and x264). On blackscholes, the option for speed consumed slightly more memory than each standard optimization option, and the difference was only less than 7%.

For RQ7, the option for the optimization for size (–Os), compared to the standard level optimization options, had neither the advantages nor the disadvantages in terms of the slowdown factor in our experiment.

Figure 3. Slowdown factor of race detection on benchmarks for each of the six optimization options.
TABLE III. 
DETECTED RACES OF EACH OBJECT CODE OF EACH BENCHMARK

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>-O0</th>
<th>-O1</th>
<th>-O2</th>
<th>-O3</th>
<th>-Ofast</th>
<th>-Os</th>
<th>-O0</th>
<th>-O1</th>
<th>-O2</th>
<th>-O3</th>
<th>-Ofast</th>
<th>-Os</th>
</tr>
</thead>
<tbody>
<tr>
<td>blackscholes</td>
<td>1.00</td>
<td>0.68</td>
<td>0.66</td>
<td>0.65</td>
<td>0.39</td>
<td>0.65</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
<td>0.08</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td>dedup</td>
<td>1.00</td>
<td>1.65</td>
<td>1.67</td>
<td>1.68</td>
<td>1.68</td>
<td>1.72</td>
<td>0.55</td>
<td>1.59</td>
<td>1.43</td>
<td>1.57</td>
<td>1.69</td>
<td>0.96</td>
</tr>
<tr>
<td>x264</td>
<td>1.00</td>
<td>1.13</td>
<td>1.20</td>
<td>1.21</td>
<td>1.22</td>
<td>1.08</td>
<td>0.32</td>
<td>0.34</td>
<td>0.32</td>
<td>0.32</td>
<td>0.35</td>
<td>0.56</td>
</tr>
<tr>
<td>vips</td>
<td>1.00</td>
<td>1.20</td>
<td>1.18</td>
<td>1.19</td>
<td>1.22</td>
<td>1.16</td>
<td>0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.18</td>
<td>0.35</td>
<td>0.18</td>
</tr>
<tr>
<td>Average</td>
<td>1.00</td>
<td>1.17</td>
<td>1.18</td>
<td>1.18</td>
<td>1.13</td>
<td>1.15</td>
<td>0.27</td>
<td>0.55</td>
<td>0.51</td>
<td>0.54</td>
<td>0.63</td>
<td>0.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Normalized mean memory footprint</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>blackscholes</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>dedup</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>x264</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>vips</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>Average</td>
<td>1.00</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figure 4. Memory footprint of race detection on benchmarks for each of the six optimization options.
For RQ8, the option for the optimization for size (−Os), compared to the standard level optimization options, incurred higher overheads in two (dedup and x264) out of the four benchmarks by 60% and 23%, respectively, in terms of the memory footprint. This margin of difference was large and should not be simply ignored.

To sum up, this pilot study found that different standard compiler optimization options behave similarly in terms of both the execution time and the memory cost. However, we did observe that there was a noticeable difference between the baseline option and these three standard optimization options in terms of slowdown factors. It is also surprising to us that turning on such a standard optimization option, when compared to the baseline option, may worsen the time taken by race detection in some cases. Moreover, turning on the optimization for size may consume more memory than turning on a standard optimization option for race detection without a clear benefit to complete the race detection earlier. Last, but not the least, turning on the optimization for speed may make race detection complete earlier, but it may consume more than turning on a standard optimization option.

VII. CONCLUSION

Multithreaded programs written in some programming languages such as C/C++ should be compiled into the object code format before dynamic detections of concurrency bugs can be performed on them. Such a compilation process is highly configurable. Choosing different configurations may affect the generated object code to be used for concurrency bug detection, which may in turn affect the performance of such detection.

In this paper, we have reported a pilot study on the efficiency aspect of data race detection from the compiler optimization option perspective. We have conducted a controlled experiment using four benchmarks with six options of the GNU GCC compiler. The empirical results have shown that using different standard optimization options did not incur significantly differences among them in terms of the slowdown factor and the memory footprint. Moreover, compared to the optimization option for speed, the use of a standard optimization option did not incur significant disadvantages or advantages. Compared to the baseline option, surprisingly, the use of standard optimization options often incurred higher slowdown factors, but their memory footprints were usually comparable. Compared to the optimization option for size, use of a standard optimization option incurred a similar slowdown factor, but may potentially consume significantly less memory.

A deeper investigation to find out the underlying reasons of the reported observations can be an interesting future work.
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