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Abstract—We present an approach to localize generic actions in egocentric videos, called temporal action proposals (TAPs), for accelerating the action recognition step. An egocentric TAP refers to a sequence of frames that may contain a generic action performed by the wearer of a head-mounted camera, e.g., taking a knife, spreading jam, pouring milk, or cutting carrots. Inspired by object proposals, this work aims at generating a small number of TAPs, thereby replacing the popular sliding window strategy, for localizing all action events in the input video. To this end, we first propose to temporally segment the input video into action atoms, which are the smallest units that may contain an action. We then apply a hierarchical clustering algorithm with several egocentric cues to generate TAPs. Finally, we propose two actionness networks to score the likelihood of each TAP containing an action. The top ranked candidates are returned as output TAPs. Experimental results show that the proposed TAP detection framework performs significantly better than relevant approaches for egocentric action detection.

Index Terms—temporal action proposals, egocentric video processing, actionness estimation, temporal actionness network.

I. INTRODUCTION

With the popularity of wearable cameras, such as GoPro and Google Glass, enable users to record videos from a first-person perspective and are now widely used in various applications such as healthcare and education. These video data are typically referred to as egocentric videos. Their popularity leads to new research problems, e.g., gaze prediction [1], action recognition/detection [2], snap point prediction [3], social interaction understanding [4], photographer identification [5], future localization [6], environment functional attribute understanding [7], and visual recognition in autonomous driving [8]. Among these problems, temporal action detection is arguably one of the most important tasks in egocentric video analysis.

Automatically analyzing and localizing actions performed by the camera wearer from a long egocentric video are in great demand. To locate action events, existing works typically examine each frame and each possible clip length in a sliding window manner [9], [10], therein producing a large number of candidate clips of different lengths. These clips are then fed to the action classifier [11], [12] for action recognition. The main drawback of this sampling strategy is the large number of candidate clip lengths produced, e.g., more than 10,000 clip lengths for a 10 minute video, but only a small number of such clips may significantly overlap with the ground truth action events, causing a high computational overhead. This problem is analogous to the traditional object detection problem, which was an important research topic for decades [13], [14].

Motivated by the popular object proposal detection approach [15], [16], we propose a new concept called temporal action proposals (TAPs) to detect action events with a small number of proposals as a replacement for the widely used sliding window strategy for action recognition [11], [12]. Our proposal leads to a significant improvement in computational efficiency and detection accuracy. Inspired by the idea of merging superpixels to generate object proposals [15], [17], we first propose to segment the input egocentric video into action atoms, which are regarded as basic units of TAPs, based on the velocity/acceleration computed from the optical flow maps. We then propose various egocentric cues (hand position, eye gaze, motion blur and TAP length) and a hierarchical clustering algorithm to merge action atoms into candidate TAPs, aiming at covering all action events in the egocentric video. Finally, we train two networks to estimate how likely a candidate TAP is to contain a generic action event. To this end, we explore the spatial and temporal actionness networks for TAP scoring. The experimental results show that high detection rates (95% at IoU threshold= 0.85) can be achieved with only a few TAPs (approximately 300 versus 10,000+ by sliding windows).

The main contributions of this work include the following:

- We propose a method to generate TAPs using two algorithms: an algorithm to segment the video into action atoms and an algorithm to hierarchically merge these atoms to form candidate TAPs with egocentric cues. High detection rates are achieved with a small number of TAPs.
- We present two networks for actionness estimation of TAPs, one based on spatial information from selecting representative frames and the other based on temporal information from constructing a scanline structure from each TAP. The results show that the proposed networks can effectively identify TAPs that contain action events.

II. RELATED WORK

As this work is mainly motivated by object proposals, we first briefly summarize the latest works on object proposals. We then discuss related works on egocentric video analysis, action recognition and temporal action localization.
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A. Image and Video Object Proposals

The goal of generating object proposals is to detect a small number of bounding boxes that cover all objects in an image. This approach replaces the time-consuming sliding window strategy, which was commonly used to produce image regions exhaustively for object recognition. As a result, more sophisticated features can be used in the recognition step. Many object proposal methods have been proposed recently [15], [16], [18], [19]. These methods either propose a scoring function to rank the candidate bounding boxes, such as in BING [16], or group superpixels with different criteria into larger regions as proposals such as in Selective Search [15]. A comprehensive survey can be found in [20].

The idea of generating object proposals is not limited to images. An intuitive extension is to detect object proposals from hand-held videos [21], where segments or bounding boxes are generated to cover all possible objects in each frame. In [22], action proposals are introduced. Each action proposal is a temporal series of spatial bounding boxes, i.e., a spatio-temporal video tube, which likely contains some human actions. Hence, they are a variant of video object proposals that skips static objects. Although we share a somewhat similar name with [22], we actually address a different problem. While they attempt to track each spatial object proposal across frames, we attempt to identify consecutive frames that may contain a generic action performed by the camera wearer. Due to the long recording time of an egocentric video, temporal localization is substantially more important than spatial localization. Hence, the proposed method differs from previous object proposal methods in terms of input video type (i.e., egocentric videos), output (i.e., TAPs), and the features used for analysis (i.e., egocentric cues).

B. Egocentric Video Analysis

Egocentric videos are different from hand-held videos in many ways, as they are typically captured by head-mounted cameras. As the camera wearer moves the head, the video content captured changes, indirectly reflecting the wearer’s actions. This distinct property leads to many interesting research problems on egocentric videos. Li et al. [23] leverage implicit egocentric cues, such as hand/head position and motion, for gaze prediction. The detected gaze, together with egocentric cues, can be used for action recognition [2]. Zhou et al. [25] propose an EM-like framework with a CNN for the pixel-level hand segmentation of egocentric videos. Yonetani et al. [4] propose the concept of micro-actions and micro-reactions for understanding the dynamics of social interactions with paired egocentric videos captured by the users during the interactions. Hoshen et al. [5] propose photographer identification to recognize the camera wearer from a few seconds of a video captured while walking. Park et al. [6] predict plausible future trajectories of ego-motion in egocentric stereo images. Rhinehart et al. [7] propose the concept of action maps for understanding the functional attributes of an environment by observing human interactions and the visual context of their actions in the environment. Xiong et al. [3] predict snap points in egocentric videos, which are frames that are likely intentionally captured by the camera wearer.

All the above works aim to analyze the egocentric videos to extract useful information for various applications. Our work shares a similar objective as some of these works. While it helps accelerate the action recognition task, the output TAPs can also be considered as a summary of activities in a long egocentric video.

C. Action Recognition

Action recognition is a fundamental problem in video understanding [26]. To leverage the information from both spatial and temporal domains, the motion trajectories of feature points, which can be obtained from dense optical flow maps [27], are commonly used for recognition [25].

To localize generic actions, the sliding window strategy is widely used in both spatial and temporal domains as a preprocessing step for recognition [11], [12]. However, as it is an exhaustive approach, it suffers from a high processing overhead. In this work, we address this problem by proposing a method to generate temporal action proposals (TAPs), i.e., consecutive frames that may contain a generic action performed by the camera wearer, for egocentric videos. This idea could be extended to general videos, with different cues.

The works most similar to ours are [26], [28], [29], [30], which benefit from deep convolutional neural networks and utilize optical flow for action recognition. Feichtenhofer et al. [26] study ways to fuse ConvNet towers spatially and temporally for action recognition in hand-held videos. Ma et al. [28] propose a twin stream network architecture for action recognition in egocentric videos, where one stream analyzes appearance information and the other stream analyzes motion information. Singh et al. [29] propose a network that considers egocentric cues, including hand pose, head motion and a saliency map, for end-to-end learning and classification of the wearer’s actions. Weinaeufel et al. [30] propose an approach to detect proposals at the frame level and score them with a combination of static and motion CNN features.
followed by a tracking-by-detection algorithm for temporal action localization. Our work differs significantly from these works in the following aspects:

1) The objective and output are different – TAPs with high probabilities to contain generic actions.
2) The framework is different – TAP generation followed by actionness estimation.
3) The network architecture is different – two networks are investigated, including temporal network that has not been studied before.
4) Egocentric cues are formulated in a different way.

D. Temporal Action Localization

Temporal action localization aims at finding the start and end of an action in a hand-held untrimmed video [31], [32]. Shou et al. [32] propose three segment-based 3D ConvNets to address temporal action localization. Yuan et al. [33] propose a Pyramid of Score Distribution Feature (PSDF) and explore the inter-frame consistency by incorporating PSDF into RNNs to handle the uncertainty of action occurrence and utilize the information from different scales. Gaidon et al. [31] propose a model based on a sequence of atomic action units to localize actions. Oneata et al. [34] apply the approximations of Fisher vector (FV) normalization, which enables the use of branch-and-bound search for temporal action localization. However, hand-held videos present very different properties from ego-centric videos. Thus, these methods cannot handle egocentric motions. Moreover, our objective is to generate a small number of ranked proposals, instead of classification/localization.

III. TEMPORAL ACTION PROPOSAL GENERATION

In this section, we first present a method to segment an input video into action atoms (Section III-A) and then propose a hierarchical clustering method to merge action atoms into TAPs by jointly considering different egocentric cues (Section III-B).

A. Action Atoms

Action atoms are the basic units of a video in the temporal domain, analogous to the superpixels of an image in the spatial domain. Each action atom contains a cluster of frames that depict a tiny period of relatively minor/fine motion. A TAP is then constructed by merging similar action atoms together. The objective of having action atoms is to improve the efficiency of subsequent steps.

To this end, we consider the amount of motion between each pair of successive frames, as motion is an important indicator of an action. We compute the optical flows across frames using the large displacement optical flow method [35]. The total amount of optical flow is used as an indicator of the amount of motion to determine if we should insert a break into a motion atom. Note that all frames of the video are divided into action atoms. We do not drop any frames here, and there are no overlaps among the atoms. Because egocentric videos contain more motion patterns than hand-held videos, such as head motion, body motion, and hand motion, many action atoms may be produced, some with only a few frames. However, we do not expect this to be a problem here due to our hierarchical clustering algorithm in the next step. Nevertheless, we have performed an experiment to compare two approaches for detecting action atom breaks in Section VI-A. One approach is based on computing velocity changes, and the other approach is based on computing acceleration changes. The experiment attempts to investigate if these two different approaches may affect the accuracy of the detected TAPs.

The velocity-based approach directly utilizes motion information to separate action atoms, i.e., grouping consecutive frames with small velocity values as an action atom. This is based on the assumption that the wearer’s head tends to remain relatively stationary when performing an action. The acceleration-based approach, on the other hand, utilizes velocity changes (acceleration) to separate action atoms, i.e., grouping consecutive frames with small velocity changes as an action atom. This is based on the assumption that the change in the wearer’s movement velocity may signal a potential change in action. Given a frame $F_t$ at timestamp $t$, we first convert the computed optical flows into the velocity/acceleration magnitude of each pixel, i.e., \( \sqrt{(v_x^2 + v_y^2)} \) for velocity/acceleration, where $v_x$ and $v_y$ are the velocity/acceleration values in the $x$ and $y$ axes. $F_t$ is then divided into regular grids, and each grid is represented by the median velocity/acceleration magnitude of all pixels within the grid. All the median velocity/acceleration magnitudes of $F_t$ are averaged to produce the overall average $\nu_t$ for the frame.

The set of action atoms $A_c$ is constructed in a frame-wise manner. $F_t$ belongs to an action atom if $\nu_t$ is smaller than $\alpha$ and the sum of all $\nu$ of the action atom is smaller than $\beta$. As vigorous movements may appear at times that typically denote the start of a new action, $\alpha$ is a frame-variation threshold for segmenting these abrupt motions. The atom-variation threshold $\beta$ is used to limit the maximum length of each atom, not to bound piecewise-like motions. The values of these parameters are the same across all video frames, and the constraint $\alpha = \frac{1}{2} \beta$ is set in our experiments.

In this work, each optical flow map is empirically divided into

| Input: A video sequence containing $M$ frames and thresholds $\alpha$ and $\beta$; | Output: The set of action atoms $A_c$; |
| Initialization: $A_c = \emptyset$; | timestamp pointer $t = 1$, index pointer $k = 1$, accumulation variable $\xi = 0$; atom $a_k = [1 1]$ |
| for $t \leq M$ do | contains two variables - the indices of the first and last frames; |
| Divide the $t$th optical flow map into $4 \times 4$ regular grids; | for $t \leq M$ do |
| Compute the median magnitude for each grid; | |
| Sum all grids as the magnitude $\nu_t$ for the $t$th frame; | |
| Update the accumulation variable $\xi \leftarrow \xi + \nu_t$; | |
| if $\nu_t \geq \alpha$ or $\xi \geq \beta$ then | |
| Update the last frame index of $a_k$ as $t$; | |
| Add $a_k$ into the set $A_c$; | |
| Initialize the next atom $a_{k+1} = [t+1\ t+1]$; | |
| Update $\xi = 0$, $k \leftarrow k+1$; |
| end | end |
| Update $t \leftarrow t + 1$; | |

Algorithm 1: Pseudo-code for generating action atoms.
Algorithm 2: Pseudo-code for the hierarchical clustering algorithm.

4 × 4 regular grids. While fewer grids (e.g., 3 × 3) typically lead to inaccurate motion combinations, more grids (e.g., 5 × 5) may decrease the robustness to noise. Algorithm 1 shows the pseudo-code for generating action atoms.

We have conducted an experiment to compare the effects of the two approaches on TAP generation. Our results in Sec. VI-A show that the velocity-based approach outperforms the acceleration-based approach due to the typically irregular and non-uniform motions of the camera wearer.

B. Temporal Action Proposals

The objective of TAP generation is to obtain the candidates containing generic actions performed by the camera wearer. As discussed in Section III-A, each action should contain one or multiple action atoms. Hence, we propose a hierarchical clustering algorithm to generate TAPs by regarding the action atoms obtained in the previous step as the bottom-level TAPs. We compute a score for each pair of adjacent action atoms (or TAPs) based on four egocentric cues: hand position, eye gaze, motion blur and TAP length (i.e., number of frames). The pair with the highest score will be merged. The scores for the merged TAP with its neighboring TAPs are recomputed, and another pair with the highest score will be selected for merging. This merging process will continue until all TAPs of the frame are merged into one. All TAPs produced together with the action atoms form the TAP hierarchy. Algorithm 2 shows the pseudo-code of the hierarchical clustering algorithm.

The remainder of this subsection discusses our four egocentric cues used in the hierarchical clustering algorithm.

1) Hand Position: Our hands play an important role in human actions, as we use them to interact with objects, e.g., taking a knife and opening a bottle. Recently, some impressive works have been done on egocentric hand detection [23], [24], [25], [36], [37]. In [36], the background is assumed to be static so that the optical flow patterns can be used for segmentation. However, most egocentric videos do not have static backgrounds, as the wearers tend to walk around during the capture such as those in the GTEA dataset [36]. Moreover, [23], [37] assume no social interactions in the videos to simplify the detection and thus perform poorly in scenes where the wearer interacts with others such as in the EgoHands dataset [24]. Although the deep learning approaches [24], [25] achieve promising results, their performances are significantly affected by the insufficient amount of training data such as in the GTEA Gaze dataset [38].

To address the performance and efficiency limitations of existing methods, we propose an efficient hand detection algorithm here by differentiating hand motion from the overall frame motion, which is training independent. We first use SLIC [39] to over-segment the input frame into superpixels. The ORB [40] descriptor, which is rotation invariant and resistant to noise, is then used for feature matching to reduce the computational cost. We then remove the obvious false matches, whose positions differ largely in two successive frames. The set of candidate matches is referred to as \( \mathbf{M} \).

As suggested by [36], [37], the motion in egocentric videos is mainly affected by the mounted camera and hands. While all objects in the background are affected by head/camera motions, only hand regions are affected by hand motions. Hence, most matches in agreement with the head/camera motion distribute across the whole frame, while hand-related matches only distribute in a few regions. We calculate the homography matrix from the candidate matches with RANSAC. Camera-related matches \( \mathbf{M}_c \) would then become the “inliers” (see Fig. 2(b)). Hence, the set of hand-related matches can be roughly estimated by \( \mathbf{M}_h = \mathbf{M} - \mathbf{M}_c \) (see Fig. 2(c)).

This solution, however, may fail to extract all hand-related matches and can be noisy if the motions caused by the camera and hands are indistinguishable. Hence, it is problematic to directly regard the superpixels containing \( \mathbf{m} \in \mathbf{M}_h \) as hand regions. Instead, we localize hand seed regions based on the distribution of \( \mathbf{M}_h \). Specifically, we count the number of hand-related matches within each superpixel. Those with higher numbers than their neighboring superpixels are considered as seeds. Thus, two seeds cannot be adjacent to each other. We further filter the seeds by removing those with the number of hand-related matches smaller than \( 0.1\mu \), where \( \mu \) is adaptively set to the average number of hand-related matches of all frames in the video. Typically, only one or two seeds are found in a frame with these steps (see Fig. 2(d)). (Note that if no seeds are found in a frame, we assume that it contains no hands, and the subsequent step for computing hand regions will be skipped.) We then estimate the score of each superpixel in the frame for being a hand region by considering the appearance and localization factors as follows.

**Appearance:** As suggested by popular datasets such as GTEA [36], EgoHands [24] and GTEA Gaze(+) [38], multiple hands could simultaneously appear in an egocentric video, but different parts of a hand share a similar appearance, e.g., the fingers and the back of a hand. Moreover, the appearance of a hand seldom changes abruptly in an egocentric video, as the illumination tends to be stable. With these observations, we compute spatial and temporal appearance scores based on appearance similarity using a normalized color histogram, \( \mathbf{h} = [h_1, h_2, \ldots , h_P] \), with \( P = 16 \) bins for improved efficiency:

- **Spatial appearance score** \( \text{AP}_S(s_{ik}) \) measures the appear-
The document discusses algorithms and methods for localizing hand regions in egocentric videos. It introduces a framework that combines appearance and spatial localization scores to identify hand regions. The framework uses a seed-based approach where each seed represents a potential hand area. Matches are established between frames, and the likelihood of each superpixel belonging to a hand region is computed.

The document introduces the following scores:

1. **Spatial location score** $\text{MM}_S(s_k)$ measures the Euclidean distance between each superpixel $s_k$ and the nearest seed.

2. **Temporal appearance score** $\text{AP}_T(s_k)$ measures the similarity between each superpixel $s_k$ in the current frame and the appearance models $\mathbf{A}^{t-1}$ updated from the previous frame.

The likelihood of a superpixel $s_k$ being part of a hand region is computed as:

$$
\text{MM}_S(s_k) = \exp(-\min_{\phi=1,\cdots,\omega} \sum_{j=1}^{\phi} (h_{k,j} \log \frac{h_{k,j}}{h_{\phi,j}} + h_{\phi,j} \log \frac{h_{\phi,j}}{h_{k,j}}))
$$

where $s_k$ refers to the $k$th superpixel in the current frame, $h_{k,j}$ refers to the $j$th bin of the histogram on $s_k$, and $h_{\phi,j}$ refers to the $j$th bin of the histogram on the $\phi$th seed.

The likelihood of a frame $t$ being a hand frame is defined as:

$$
\ell = 0.3 [\text{AP}_S(s_k) + \text{AP}_T(s_k) + \text{MM}_T(s_k)] + 0.1 \text{MM}_S(s_k)
$$

The document emphasizes the importance of handling overlapping hand regions and avoiding false positives. It also introduces a method for updating the appearance models based on the appearance of hand regions in previous frames.
where $|a_p|$ and $|a_{p_i}|$ denote the total numbers of frames in $a_p$ and $a_{p_i}$, respectively, and $h_m$ and $h_n$ denote the mean likelihood values for the $m$th and $n$th frames, respectively, in the two TAPs. A high $S_{\text{hand}}(a_p, a_{p_i})$ indicates that most frames in the TAP pair likely contain the hand. Note that these computed hand regions also help estimate the eye gaze score.

2) Eye Gaze: The eye fixation of the camera wearer is another important cue for discovering ego-actions when exploring eye-object interactions. As suggested by the GTEA Gaze+ dataset [38], eye gaze is typically correlated with hand position, as the gaze points often lie on the hand or the target object in an ego-action. The wearer is less likely to be performing an action otherwise. Fig. 3 shows some eye gaze examples of action and non-action frames. We follow the setting of [2], where the GT gaze is captured by a wearable eye tracker. Therefore, we integrate the eye gaze information if it is available in the dataset; otherwise, we simply ignore this cue. Score $S_{\text{gaze}}(a_p, a_{p_i})$ for the eye gaze is defined as

$$S_{\text{gaze}}(a_p, a_{p_i}) = \exp(-\frac{\kappa_i + \kappa_j}{2d}),$$

where $\kappa_i$ and $\kappa_j$ are the mean distances between the gaze locations and the nearest hand regions in $a_p$ and $a_{p_i}$, respectively, and $d$ is the diagonal length of the image.

3) Motion Blur: A previous work [3] suggests that a frame with significant motion blur is caused by unintentional camera movement, which often indicates that it contains no ego-actions, with some exceptions, such as chopping, that may cause the head to shake. Our observation is that the motion of the camera wearer tends to be relatively slow during an action due to concentration. Rapid motions, which cause bluriness, such as turning the head in a different direction, typically occur between two actions. We extract bluriness [41] as a descriptor to represent motion blur. The score $S_{\text{blur}}(a_p, a_{p_i})$ for the motion blur between adjacent TAPs, $a_p$ and $a_{p_i}$, is defined as

$$S_{\text{blur}}(a_p, a_{p_i}) = \frac{\sum m|\text{frames in } a_p| s_m + \sum n|\text{frames in } a_{p_i}| s_n}{|a_p| + |a_{p_i}|},$$

where $s_m = 1 - b_m$, $s_n = 1 - b_n$, and $b_m$ and $b_n$ denote the estimated bluriness of frames $m$ and $n$, respectively, and range between 0 and 1. The bluriness of a frame is computed based on the discrimination between different levels of blur perceived from the frame. It is referred to as the no-reference perceptual blur metric [41].

4) TAP Length: Similar to the problem in segmentation-based object proposals [15], a few TAPs with high scores may gobble up other neighboring TAPs to form increasingly larger TAPs, resulting in poor diversity. To address this problem, we encourage merging short TAPs first. Score $S_{\text{len}}(a_p, a_{p_i})$ for the TAP length is defined as

$$S_{\text{len}}(a_p, a_{p_i}) = \exp\left(-\frac{l_i + l_j}{l_v}\right),$$

where $l_i$ and $l_j$ are the lengths (or numbers of frames) of $a_p$, and $a_{p_i}$, respectively, and $l_v$ is the total length of the video.

5) Combining All Cues: Finally, we compute a merging score for each pair of adjacent TAPs by considering a weighted sum of all the cues discussed above. The idea is that two successive TAPs have high priority to be merged first if more of the following conditions are satisfied: a hand appears within the frame, the gaze lies on the hand, the bluriness is low, and the TAPs are short. This merging score is thus computed as

$$\theta(a_p,a_{p_i}) = \tau \times [S_{\text{hand}}(a_p, a_{p_i}) + S_{\text{gaze}}(a_p, a_{p_i})] + (0.5 - \tau) \times [S_{\text{blur}}(a_p, a_{p_i}) + S_{\text{len}}(a_p, a_{p_i})].$$

We set $\tau = 0.4$ to prefer hand position and eye gaze, as they reveal distinctive characteristics for egocentric videos. On the other hand, motion blur depicts the degree of motion, and the TAP length enhances the diversity. Both of these metrics are generally useful for hand-held videos although not specifically for egocentric videos. TAPs with the highest score are merged in each iteration, as shown in Algorithm 2. As shown in Section V-A, overlapping actions are rare in the GTEA Gaze dataset. Thus, a TAP is assumed to be contained by no more than one action for simplification. Hence, scores related to the merged TAP pair are all removed in our experiments to ensure that the small number of generated TAPs are diversified. In other scenarios/datasets where overlapping actions may be common, we can remove the score of the merged TAP pair only and retain other related scores to ensure that an action can be contained by multiple TAPs.

IV. ACTIONNESS ESTIMATION

Actionness represents how likely a TAP is to contain an action, and estimating actionness helps reduce the number of TAPs that must be fed to the classifier. Note that although we share a similar name “actionness” with [42], [43], the definitions are completely different: [42] defines “actionness” as intentional bodily movement of biological agents and a subclass of general motion, while [43] proposes an “actionness map” to localize actions in a single frame by estimating how likely a region is to be involved in an action. In this section, we explore different network architectures for actionness estimation. The design principle of our networks is to extract a fixed amount of distinct information to represent
the input TAP for actionness estimation. To this end, we propose to selectively extract spatial or temporal information of a TAP using a CNN, which is initialized with AlexNet [13]. As the optical flow maps [35] contain motion information, we use them as input for actionness estimation. Note that a frame has two flow maps, i.e., for the motions in the x and y axes, separately.

A. Spatial Actionness Network

Given an input TAP, the most intuitive way to evaluate it is to feed all flow maps to the CNN. However, each TAP contains a different number of maps ranging from tens to thousands, which prevents us from feeding the entire TAP to the CNN, as the input layer has a fixed number of channels for all TAPs. Hence, we propose to select a fixed number of flow maps to represent each TAP. Because the first and last maps of a TAP depict the boundaries of a potential generic action, we always select them. We then select the other maps in a motion clustering manner:

1) We divide each optical flow map into a $4 \times 4$ regular grid and compute the median motion of each cell to form a $16 \times 2$ matrix, i.e., 16 cells of $x$ and $y$ motions.
2) We then segment the TAP into $L - 2$ partitions based on the variances of these matrices.
3) Finally, we select the temporally centered map from each partition, combined with the first and last maps of the TAP, to produce a total of $2L$ maps.

These maps are stacked in temporal order to construct the input data for our spatial actionness network with $2L$ channels. In this work, $L$ is set to 10 for two reasons. First, some annotated actions are extremely short, e.g., $10 \sim 20$ frames, and problems may arise if $L$ is set to a value larger than the number of frames in a TAP, e.g., virtual flow maps will need to be generated through averaging the adjacent flows. However, such an idea fails to generate the “true and representative map”, which is expected to represent the transient motion. Second, the performance will not be improved significantly in our experiments when a larger value of $L$ is set, but the efficiency will be strongly affected as the number of input channels is increased, which would cause more weights in the network, resulting in longer training and testing times.

The main advantage of this TAP representation is that the spatial information of the selected maps is complete so that important information, such as the hands and target objects, is included in the actionness estimation. The downside is that most of the temporal information is discarded, as the selected flow maps are discontinuous.

B. Temporal Actionness Network

If we consider an optical flow sequence as a 3D volume with $x$, $y$ and $t$ dimensions, our spatial actionness network selects flow maps along the $t$ dimension to form channels. To preserve the temporal information, our temporal actionness network selects scanlines to form channels, and scanlines are selected along the $y$ dimension. In this way, the network receives continuous optical flow information:

1) Given a TAP, we uniformly select $L$ scanlines from each flow map of the TAP, i.e., the locations of extracted scanlines are the same for all maps, and the width of each scanline is the same as the width of each map.
2) We combine the selected scanlines from the same $y$ location in all frames to form a scanline structure.
3) We resize this structure to a $227 \times 227$ matrix to form an input channel, as each TAP may have a different length. This results in a total of $2L$ channels (2 referring to the $x$ and $y$ motions) as input to the temporal actionness network. Note that for the spatial network, the input is constructed by selecting representative maps. For the temporal network, we do not assume that some scanlines are more representative than others, and we select scanlines from all frames uniformly. The main advantage of this representation is that the optical flow information is continuous, and thus, the motions across the TAP are retained; however, the disadvantage is that we may lose some horizontal motions of very small objects.

C. Network Output

The above spatial and temporal actionness networks can be used for various tasks by setting different output layers. We explore three architectures for three different tasks.

- **Binary classification network**: Actionness estimation is considered as a binary classification problem, i.e., the
input TAP containing a generic action or not. Actions such as taking, folding and pressing are considered as generic actions, and the network aims to learn the general motion patterns of these actions. Unlike 2D object proposal detection, in which the IoU threshold is typically set to 0.5 as it has 2 degrees-of-freedom, our proposal detection problem has only 1 degree-of-freedom, and the IoU threshold between a valid TAP and the GT action in the temporal domain should be higher. In this work, we set the IoU threshold to 0.85 for accuracy purposes.

- **Multi-class classification network**: Instead of estimating whether a TAP contains a generic action, this network directly predicts the category of action performed in the input TAP by assuming each specific type has distinctive motion patterns. As such, this network learns the motion features from the same category. We would like to see if action recognition can be directly addressed. The IoU threshold for positive samples is also set to 0.85.

- **Regression network**: Similar to the binary classification network, a TAP is considered as an action or non-action TAP. However, the difference is that this network is trained as a regression problem with more specific guidance, i.e., the IoU between a TAP and the nearest GT action is used as the label.

Fig. 4 shows the network architecture with different inputs and outputs. The effectiveness of these networks is investigated in Section VI-D.

### V. IMPLEMENTATION DETAILS

In this section, we present some important implementation details of our networks. We first discuss the dataset (Section V-A) and how we prepare the training samples (Section V-B). We then summarize the training and testing details (Section V-C).

#### A. Dataset

We use the GTEA Gaze dataset [38] for training and testing. It consists of 17 videos recorded by 14 different camera wearers. There are 12 categories of actions and 29 categories of objects related to actions, e.g., taking a bowl, folding bread, and placing cheese. Each ground truth action is annotated with the corresponding category as well as the starting and ending frame numbers. This annotated information is provided by the creators, together with the egocentric videos and gaze information. As in [38], we use 13 videos for training and the remaining 4 videos for testing in our experiments. The egocentric videos are mostly captured next to a table with various types of food, dishes and snacks. Thus, most of the actions are about interacting with objects. This dataset is challenging for the following reasons:

1. The length of the annotated GT actions ranges from tens to hundreds of frames, e.g., ∼10 frames for the shortest one and ∼340 frames for the longest one.
2. Using hands alone is not sufficient to determine whether a frame contains an action, as hands frequently appear in non-action frames, and many action frames do not involve hands. Fig. 5 shows some of these examples.
3. Two successive actions can be divided into three types: (1) nonadjacent actions: action-irrelevant frames existed between two actions; (2) adjacent actions: two actions appearing seamlessly; and (3) overlapping actions: the end of the last action overlapping with the start of the next action. The first two actions are quite common in GTEA Gaze, while the third is rare, with only one or two frames overlapping.
4. The frequencies of occurrences of different action categories are quite different, e.g., common actions such as “take” have a much higher frequency of occurrence compared with other actions. The first two rows of Table I show the statistics of GT actions in the dataset. Some categories appear quite rarely in the training videos (the first row), e.g., “fold” and “clean” only appear once. Some categories never appear in the testing videos (the second row), e.g., “fold”, “press”, “cut” and “clean”. Moreover, the ratios of action categories are different in the training and testing videos, e.g., “take” (44.6% vs. 35.8%), “sandwich” (1.4% vs. 5.3%).

To investigate the effectiveness of our method on unseen

![Fig. 5. Example frames with hands. Hand appearance is not reliable in determining whether a frame contains an action.](image)

**TABLE I**

STATISTICS OF DIFFERENT ACTION CATEGORIES IN THE TRAINING AND TESTING VIDEOS. THE FIRST TWO ROWS SHOW THE FREQUENCY OF GT ACTIONS. THE LAST TWO ROWS SHOW THE FREQUENCY OF THE GENERATED POSITIVE SAMPLES.

<table>
<thead>
<tr>
<th>Action category</th>
<th>Take</th>
<th>Open</th>
<th>Scoop</th>
<th>Spread</th>
<th>Close</th>
<th>Put</th>
<th>Sandwich</th>
<th>Pour</th>
<th>Fold</th>
<th>Press</th>
<th>Cut</th>
<th>Clean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training GT</td>
<td>160</td>
<td>40</td>
<td>21</td>
<td>29</td>
<td>31</td>
<td>43</td>
<td>5</td>
<td>21</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Testing GT</td>
<td>34</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>9</td>
<td>11</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Positive training samples</td>
<td>1,446</td>
<td>332</td>
<td>188</td>
<td>498</td>
<td>227</td>
<td>202</td>
<td>45</td>
<td>227</td>
<td>6</td>
<td>30</td>
<td>37</td>
<td>12</td>
</tr>
<tr>
<td>Positive testing samples</td>
<td>361</td>
<td>79</td>
<td>134</td>
<td>204</td>
<td>85</td>
<td>43</td>
<td>40</td>
<td>54</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
videos, we also evaluate TAP generation and actionness estimation on the GTEA Gaze+ dataset [38], which consists of new action categories, in Section VI-G.

B. Sample Generation for Actionness Estimation

To prepare the training and testing samples for our actionness networks, we apply the settings suggested by [14] and adopt a ratio of $1 : 3$ for positive (action) and negative (non-action) samples. We consider a TAP that has an IoU overlapping ratio $\geq 0.85$ with any GT action as a positive sample; otherwise, it is considered as a negative sample. To ensure diversity, samples that have an IoU $\geq 0.95$ with other samples are removed. For each video, we randomly generate 1,000 samples, where 250 of the samples are positive samples and 750 are negative samples. Hence, there are a total of 13,000 samples for training (13 training videos) and 4,000 samples for testing (4 testing videos). The last two rows of Table I show the statistics of the generated positive samples for the training and testing videos. Note that the numbers belonging to different categories are largely determined by the frequencies and the lengths of GT actions.

We use the same set of samples to construct the inputs to both the spatial and temporal actionness networks, as discussed in Sections IV-A and IV-B. The labels of the training samples for the three different tasks are as follows:

- **Binary classification network**: 0 for negative samples and 1 for positive samples.
- **Multi-class classification network**: 0 for non-action samples and $1 \sim 12$ for action samples (for 12 categories of actions in the GTEA Gaze dataset [38]).
- **Regression network**: The IoU overlapping ratio between the sample and the nearest GT action as the output label.

C. Training and Testing

We fine tune all the proposed spatial and temporal actionness networks on the pre-trained AlexNet [13] provided by Caffe [44]. All networks follow the architecture of AlexNet, with five convolutional layers and two fully connected layers. The settings for all layers are unchanged, except for the data layer, the first convolutional layer and the output layer. The learning rate is set to $10^{-3}$ (1/10 of the initial pre-training learning rate), allowing the fine tuning to adapt to the new task while not significantly affecting the initialization. In each iteration, we construct a mini-batch with 25 positive and 75 negative samples, maintaining the $1 : 3$ ratio as suggested by [14]. The networks converge after approximately 13,000 iterations.

During testing, actionness can be estimated based on the outputs of different tasks:

- **Binary classification network**: The output is a 2D continuous probability vector ranging between 0 and 1, and actionness is determined by the probability of the positive class.
- **Multi-class classification network**: The output is a 13D continuous probability vector ranging between 0 and 1, and actionness is determined by the summation of probabilities of all classes except the non-action class.
- **Regression network**: The output is a single continuous value and is directly used as the actionness score to represent the similarity with any generic action.

VI. EXPERIMENTS

To evaluate this work, we apply the metric used in object proposals for TAP evaluation, i.e., a proposal is considered as correct if its IoU overlapping ratio with any GT action is higher than a certain threshold. While this threshold is typically set to 0.5 for object proposals [18], [16], we set it to a higher value of 0.85 in this work, as explained in Section IV-C. The detection rate with respect to the number of TAPs is used as the main evaluation metric for TAP detection performance. Finally, the performance of our overall framework is evaluated by the detection rate of the top ranked TAPs to study how well our TAP generation algorithm and our actionness networks can localize generic action events in the videos.

To evaluate our work, we compare the proposed method with two baseline methods, i.e., “sliding windows” and “random windows”, which are widely used in object proposal detection such as in [16], [45], [46]:

- **Sliding windows**: In the GTEA Gaze dataset [38], the lengths of the GT actions range from tens to hundreds of frames. Hence, we generate 30 different lengths at each location, e.g., 10 frames, 20 frames, ..., 300 frames, with an objective of producing a total of 10,000 sliding windows for each testing video.
- **Random windows**: To ensure the diversity of randomly generated windows, we remove windows that have a high IoU overlapping ratio of 0.95 with any other generated windows. The program runs until 10,000 windows are generated for each testing video.

Table II shows the statistics of the two baseline methods on the testing videos. We can see that even with 10,000 windows generated, only 109 (for “sliding windows”) and 97 (for “random windows”) on average are positive samples, whose IoU overlapping ratios with any GT actions are higher than the threshold of 0.85. Note that the positive ones may still not be able to cover all the GT actions in the video despite the large number of windows, as some GT actions are extremely short, e.g., tens of frames, making it difficult to generate appropriate windows without any prior information. We can also see that the 3rd and 20th videos are more challenging than
### Comparison of the Velocity-Based and Acceleration-Based Approaches for Action Atom Generation

The fractions show the detection rates vs. the number of TAPs.

<table>
<thead>
<tr>
<th>Number of TAPs</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity-based approach</td>
<td>0.590</td>
<td>0.748</td>
<td>0.835</td>
<td>0.873</td>
<td>0.897</td>
<td>0.917</td>
<td>0.935</td>
<td>0.950</td>
<td>0.957</td>
<td>0.961</td>
</tr>
<tr>
<td>Acceleration-based approach</td>
<td>0.519</td>
<td>0.664</td>
<td>0.748</td>
<td>0.817</td>
<td>0.843</td>
<td>0.867</td>
<td>0.888</td>
<td>0.902</td>
<td>0.913</td>
<td></td>
</tr>
</tbody>
</table>

---

**A. Action Atom Generation Comparison**

In Section III-A, we have presented the velocity-based and acceleration-based approaches for segmenting a video into action atoms. In this experiment, we compare their effects on the accuracy of the resulting TAPs. Given a video, we adjust the frame-variation threshold $\alpha$ and the atom-variation threshold $\beta$ to generate different numbers of TAPs. Table III shows the detection rates at different numbers of TAPs from averaging the results from all testing videos. Because the videos are of different lengths, we adjust $\alpha$ and $\beta$ to generate the same number of TAPs for comparison. The results of the velocity-based approach are consistently better than those of the acceleration-based approach. This is due to the frequently irregular and non-uniform motions of the camera wearer.

**B. Proposal Evaluation**

In this experiment, we study the accuracy of our generated proposals (or TAPs) without the actionness ranking step, again by adjusting the thresholds $\alpha$ and $\beta$ to produce different numbers of TAPs. Note that the proposals generated using one set of threshold values may not have any relationship with those of another set, i.e., these proposals are not a subset of each other. Fig. 6 compares the detection rates of our method with two baseline methods, i.e., “sliding windows” and “random windows”. For randomly generated windows, we perform 100 computations and report the average performance. We can see from Fig. 6 that the proposed method achieves superior performance over the two baseline methods, while the two baseline methods achieve almost the same performance. With 100 TAPs, nearly 60% of the GTs are detected, compared with 4% for the baseline methods. With 1,000 TAPs, 96% of the GTs are detected, compared with less than 30% for the baseline methods. Such an improvement demonstrates the effectiveness of our proposal generation method based on the achieved high detection rate without actionness estimation.

**C. Ablation Study**

In Section III-B, we propose four egocentric cues for generating the hierarchical TAPs. To study the effectiveness of each cue, we have conducted an experiment to compare the performances of our method when all cues are used and when each of the four cues is removed. Fig. 7 shows the results of this ablation study. As expected, hand position and eye gaze have greater impacts compared with motion blur and TAP length, as the first two are more egocentric related and thus depict the intrinsic properties of an action.
following conclusions as we compare Fig. 9 with Fig. 8: the actionness value is retained. In this way, many proposals are removed. Fig. 9 shows the results after NMS. We draw the conclusion that the proposals using non-maximum suppression (NMS) are equivalent to the proposals using “sliding windows”, while the two types of networks perform similarly to the proposals using “random windows”. This is due to the distribution difference between the two types of proposals, i.e., “sliding windows” generates relatively compact proposals compared to “random windows”. Because the temporal networks utilize continuous optical flow information, they are more heavily affected by the highly overlapped proposals than the spatial networks. For example, the temporal networks keep ranking similar proposals at the top, as they share similar actionness values.

To further investigate the above observation, we adopt the widely used idea from object proposals to remove redundant proposals using non-maximum suppression (NMS). For the proposals having IoU $> 0.7$, only the proposal with the highest actionness value is retained. In this way, many proposals are removed. Fig. 9 shows the results after NMS. We draw the following conclusions as we compare Fig. 9 with Fig. 8:

1) Different numbers of proposals are retained after NMS, i.e., 3,200 proposals for “sliding windows” and 4,800 proposals for “random windows”, indicating that “sliding windows” generates highly overlapped proposals. A comparable performance is achieved compared with the original 10,000 proposals (1%~2% difference).

2) For “sliding windows”, the detection rates are improved when the same numbers of top ranked proposals are used (temporal regression): 500 (32% vs. 43%), 1,000 (49% vs. 58%), and 2,000 (61% vs. 73%).

3) For “random windows”, the detection rates are improved when the same numbers of top ranked proposals are used (temporal regression): 500 (30% vs. 39%), 1,000 (48% vs. 56%), and 2,000 (60% vs. 72%).

4) The temporal networks perform similarly to the spatial networks with “sliding windows” but better with “random windows”.

We further study these conclusions in the next experiment.

**E. Overall Performance Comparison**

In this experiment, we evaluate the overall performance of the proposed framework by combining TAP generation with the actionness networks. “Sliding windows” is used as the baseline method because “random windows” has a similar performance, as shown in the last experiment. Two popular works on temporal action localization, S-CNN [32] and FV Approximation [34], originally designed for hand-held untrimmed videos, are also used as baselines to investigate the feasibility of applying them to egocentric videos. Each testing video is evaluated using the following methods: “sliding window”, S-CNN, FV Approximation, the spatial and temporal actionness networks. As proposed in Section IV-C, three different architectures, binary classification, multi-class classification and regression, are applied for each actionness network producing a total of $3+2\times3=9$ comparisons. Motivated by [18] for object proposals, three sets containing different total numbers of TAPs are evaluated. For each set, we rank the TAPs and then select different numbers of top ranked TAPs for evaluation. To provide a fair comparison, the prediction results of the localization network with post-processing are used for S-CNN, and an approximation with branch-and-bound search is used to score the proposals for FV Approximation. Fig. 10 shows the detection rates using different numbers of proposals.

The proposed framework performs significantly better than “sliding windows” and favorably against [32], [34], as a large number of their outputted candidates only slightly overlap with the GT actions. This shows that there are significant differences between the actions appearing in hand-held videos and egocentric videos, e.g., motion patterns, frequency and duration. The proposed method can detect most of the generic action events with hundreds of TAPs. The TAP sets of different sizes can benefit applications with different requirements, similar to [18]: (1) The first set with a total of 300 TAPs achieves the best detection rate when the top 100 TAPs are used: $\sim 80\%$ (Fig. 10(a)) vs. $\sim 77\%$ (Fig. 10(b)) vs. $\sim 73\%$ (Fig. 10(c)). (2) The second set with a total of 600 TAPs achieves the best detection rate when the top 200 TAPs are used: $\sim 82\%$ (Fig. 10(a)) vs. $\sim 90\%$ (Fig. 10(b)) vs. $\sim 88\%$ (Fig. 10(c)). (3) The third set with a total of 1000 TAPs achieves the best detection rate when the top 300 TAPs are used: $\sim 83\%$ (Fig. 10(a)) vs. $\sim 91\%$ (Fig. 10(b)) vs. $\sim 95\%$ (Fig. 10(c)).

We can also see that the temporal networks outperform the spatial networks on all three sets. This shows that temporal information is more important than spatial information in action recognition, and a generic action event can be recognized by a few scanlines of optical flows. This agrees with our previous observation that temporal information is more useful for proposals without significant overlapping. We further note that the multi-class classification performs slightly better among
the three temporal networks and obviously better among the three spatial networks. This is mainly because the multiclass networks learn the explicit representations of different categories of actions, which have stronger classification capacity compared with the binary classification and regression networks, as they assume each category has distinctive motion patterns.

\section*{F. Computational Time}

In this experiment, we study the time efficiency of the proposed method. We conduct the tests on a notebook with an \textit{i}7 2.6 GHz CPU, a GTX970M GPU, and 16 GB of RAM. We have implemented our method on Caffe [44]. Our networks take on average \(\sim 150\text{ms}\) on the GPU and \(\sim 1.6\text{s}\) on the CPU to estimate the actionness of a TAP. Our algorithms take on average \(\sim 3\) minutes for TAP generation and another \(\sim 2\) minutes for actionness estimation for each egocentric video in the GTEA Gaze dataset [38] to produce approximately 300 ranked TAPs as output. Hence, it only takes \(\sim 5\) minutes for our method to reduce the number of candidates from 10,000+ to 300 with a superior detection rate (see Fig. 10), \(\sim 7.5\) minutes to 600 ranked TAPs, and \(\sim 10\) minutes to 1,000 ranked TAPs. Assuming that the action classifier takes \(\sim 200\text{ms}\) to recognize the category of each input candidate, the reduced 9700+ candidates save at least 32 minutes in the recognition task. For the GTEA Gaze+ dataset [38] consisting of meal preparation videos, it takes on average \(\sim 12\) minutes for TAP generation and another \(\sim 1.7\) minutes for actionness estimation to approximately output 300 ranked proposals, as the generated TAPs before NMS are comparatively fewer in number for producing approximately the same number of outputs for longer videos. Given a video, the number of output proposals does not evidently affect the time cost of TAP generation, as the scores from the proposed egocentric cues can be efficiently propagated through the TAP hierarchy. The time cost of actionness estimation is only determined by the number of TAPs and is not affected by the video or TAP length. To study the reduction in computation time for action recognition, this work is combined with [11] by replacing the sliding windows, and the efficiency is significantly improved (\(\sim 10\) fps vs. \(\sim 45\) fps) on the TrecVid MED dataset. Moreover, the combination of this work and [34] is 3.2 times faster than the original exhaustive search on the Duchenne dataset.

\section*{G. Performances on GTEA Gaze+ Dataset}

To investigate the effectiveness of this work on unseen videos, we further evaluate TAP generation and actionness estimation on the GTEA Gaze+ dataset [38]. The egocentric videos are captured in an instrumented house with a kitchen that contains all standard appliances and furnishings. This dataset consists of more categories of actions compared with GTEA Gaze, and some categories are new for the actionness network, e.g., compressing, drying, and reading. The videos are mostly about meal preparation activities, and each video contains approximately 100 different actions vs. approximately 30 actions in GTEA Gaze.

Similar to the settings introduced in Section VI-E, we evaluate the proposed method by generating different numbers of TAPs: 300, 600 and 1,000. The temporal binary classification network is used for actionness estimation, and the detection rate of each set is as follows: (1) \(\sim 71\%\) of actions with all 300 TAPs and \(\sim 60\%\) of actions with the 100 top ranked TAPs after actionness estimation; (2) \(\sim 82\%\) of actions with all 600 TAPs and \(\sim 76\%\) of actions with the 200 top ranked TAPs after actionness estimation; and (3) \(\sim 93\%\) of actions with all 1,000 TAPs and \(\sim 90\%\) of actions with the 300 top ranked TAPs after actionness estimation. These results indicate that both TAP generation and actionness estimation work well on unseen videos with unseen actions. The performance is not

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Category} & \textbf{Non-action} & \textbf{Take} & \textbf{Open} & \textbf{Scoop} & \textbf{Spread} & \textbf{Close} & \textbf{Put} & \textbf{Sandwich} & \textbf{Pour} & \textbf{Fold} & \textbf{Press} & \textbf{Cut} & \textbf{Clean} \\
\hline
\textbf{Spatial:} & & & & & & & & & & & & & \\
\textbf{- Training set} & 0.976 & 0.476 & 0.364 & 0.425 & 0.261 & 0.326 & 0.227 & 0.245 & 0.598 & 0.013 & 0.098 & 0.010 & 0.088 \\
\textbf{- Testing set} & 0.948 & 0.222 & 0.090 & 0.037 & 0.023 & 0.006 & 0.009 & 0.001 & 0.334 & & & & \\
\hline
\textbf{Temporal:} & & & & & & & & & & & & & \\
\textbf{- Training set} & 0.986 & 0.754 & 0.641 & 0.541 & 0.631 & 0.652 & 0.666 & 0.610 & 0.626 & 0.660 & 0.564 & 0.819 \\
\textbf{- Testing set} & 0.971 & 0.294 & 0.050 & 0.067 & 0.064 & 0.009 & 0.075 & 0.015 & 0.240 & & NaN & NaN & NaN \ \\
\hline
\end{tabular}
\caption{Evaluation using multi-class classification networks directly for action recognition. The scores shown are the average confidence values of the corresponding category. Note that the last four categories are missing in the testing set.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig10.png}
\caption{Overall performance comparison. Curves of the six proposed networks are computed using the identical TAPs as inputs.}
\end{figure}
as good as in GTEA Gaze, as GTEA Gaze+ contains more categories of actions.

H. Discussion

Our earlier experiments show that our multi-class classification performs well among the spatial and temporal networks. One may then ask if we can apply multi-class classification directly for action recognition, i.e., identifying the category of a TAP instead of measuring how likely it is to contain a generic action. Hence, we conduct an experiment to study this feasibility. Table IV shows the average confidence values of the 12 action categories plus the non-action category by applying the spatial/temporal multi-class classification networks on the training and testing videos. Each video contains 1,000 samples (250 positive and 750 negative samples). We can see that the temporal network significantly outperforms the spatial network on all categories of the training set, especially for the last four categories, which are rare actions according to Table I. However, the performances of both types of networks drop dramatically on all categories of the testing set except for the “non-action” set. This indicates that the number of training samples is insufficient to train such a multi-class classifier. We have found that the limited training samples have very different motion patterns to those in the testing videos. We can also see that both “take” and “pour” actions achieve much higher performances compared with other actions. This is because the “take” action has the highest number of training samples, while the “pour” action has very similar motion patterns in both the training and testing videos.

In conclusion, existing egocentric video datasets may be too small to train a multi-class classification network for action recognition. As future work, we are currently investigating possible methods of creating a larger dataset for this purpose.

VII. CONCLUSIONS

In this paper, we have presented temporal action proposals (TAPs) for egocentric videos. Each TAP is a video clip extracted from the input egocentric video and may contain a generic action performed by the camera wearer. The motivation for extracting TAPs from the egocentric video is to accelerate the action recognition task by replacing the commonly used sliding window strategy. We have proposed two techniques to extract TAPs: action atom generation and hierarchical clustering. We have also investigated the spatial and temporal networks for actionness estimation to rank the TAPs. Extensive evaluations show that our proposals, i.e., TAPs, and our actionness networks achieve promising performances.
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