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Abstract—The locality sensitive histogram (LSH) injects spatial information into the local histogram in an efficient manner, and has been demonstrated to be very effective for visual tracking. In this paper, we explore the application of this efficient histogram in two important problems. We first extend the LSH to linear time bilateral filtering, and then propose a new type of histogram for efficiently computing edge-preserving nearest neighbor fields (NNF). While existing histogram-based bilateral filtering methods are the state-of-the-art for efficient grayscale image processing, they are limited to box spatial filter kernels only. In our first application, we address this limitation by expressing the bilateral filter as a simple ratio of linear functions of the LSH, which is able to extend the box spatial kernel to an exponential kernel. The computational complexity of the proposed bilateral filter is linear in the number of image pixels. In our second application, we derive a new bilateral weighted histogram (BWH) for NNF. The new histogram maintains the efficiency of LSH, which allows approximate NNF to be computed independent of patch size. In addition, BWH takes into account both spatial and color information, and thus provides higher accuracy for histogram-based matching, especially around color edges.

Index Terms—locality sensitive histograms, bilateral weighted histograms, bilateral filtering, nearest neighbor searching, edge-preserving smoothing.

I. INTRODUCTION

Local histogram contains a large amount of information and has been shown to be useful for variety applications in image processing, computer vision and computer graphics. Bilateral filtering is one of the applications which efficient implementations reside in the local histogram.

Bilateral filters [34], [27] are ubiquitous in vision, graphics and multimedia applications, including stereo vision [40], image denoising [8], [39] and tone management [12], [28], [3]. The main obstacle of applying bilateral filters to realtime applications is that the brute-force implementation is slow when the kernel is large. Several techniques have been proposed to improve the efficiency of bilateral filters.

Histogram-based bilateral filters [35], [31] are the state-of-the-art for processing grayscale images. While recent histogram-based bilateral filtering methods [35], [31] perform well, the adopted spatial filters are limited to box kernels. However, the box spatial filter kernel can only be effectively used in a number of applications as the spatial information is not exploited. For example, the bilateral filter can be used in colorization as shown in Figure 1. Nevertheless, the box spatial filter kernel has a finite impulse response. When used in propagating color information from user strokes to the rest of the image, the filter radius needs to be large, which may cause ambiguities around edges as shown in Figure 1b.

On the other hand, the local histogram can also be applied to matching tasks [30]. Histogram matching is independent of patch size and can thus be performed very efficiently, especially for large patches. However, histograms throw away the structural information of the local region, they are not suitable for the content-aware tasks, which usually require high matching accuracy like image editing using PatchMatch [6].

In this paper, we explore the application of the local histogram in addressing the problems of bilateral filtering and nearest neighbor searching. First, a new bilateral filtering method is proposed to overcome the restriction on using a box spatial filter kernel in the histogram-based bilateral filter [35], [31] while maintaining efficiency. The proposed bilateral filtering algorithm is derived from our previous locality sensitive histogram (LSH), which was originally proposed for visual tracking [21]. LSH is computed at each pixel location and a suitable floating-point value is added to the corresponding bin for each occurrence of an intensity value. The floating-point value reduces exponentially with respect to the distance from the center point. We make use of the LSHs to find the bilateral convolution response.
and overcome the limitation of the state-of-the-art methods [31], [35], enabling an exponential kernel to be used as a spatial kernel. The computational complexity of the proposed bilateral filter is independent of the kernel size and linear in the number of image pixels. It is comparable to Porikli’s method [31], which uses integral histograms. As each bin of the LSHs can be computed separately, the memory cost is independent of the number of bins but linear in the number of image pixels. Our method only requires three times the image memory (including the memory for the images before and after filtering). It can be extended to joint/cross bilateral filtering, but it will require four times the size of the image memory. It can also be directly extended to filter multi-dimensional signals. While the space complexity remains the same, the computational complexity will be exponential in dimensionality.

We further extend the LSH to a new bilateral weighted histogram (BWH), which takes into account both the spatial and color information to recover the structural information of a local histogram while maintaining the efficiency of LSH. Similar to LSH, BWH can be recursively implemented by introducing the recursive approximation of the range kernel. The proposed BWH is especially effective for nearest neighbor searching, and can be directly integrated with the efficient approximate nearest neighbor field (ANNF) algorithm, such as PatchMatch [6] (or other ANNF algorithms [25], [33]). Experiments on image reconstruction, optical flow, and colorization demonstrate that the proposed method achieves better performance than the original PatchMatch algorithm in terms of speed, accuracy and visual quality.

The rest of this paper is organized as follows. Section II reviews related works on bilateral filtering and ANNF, and briefly summarizes the locality sensitive histogram. Section III presents bilateral filtering and joint bilateral filtering using LSH. Section IV presents the bilateral weighted histogram for ANNF. Section V evaluates the proposed methods with a number of experiments. Finally, Section VI concludes this paper with remarks on our future work.

II. RELATED WORK

In this section, we briefly review the most relevant works on bilateral filtering and PatchMatch. We also briefly summarize the locality sensitive histogram. A comprehensive literature review on bilateral filtering can be found in [27].

A. Bilateral Filtering

A bilateral filter has two filter kernels, one spatial kernel and one range kernel, for measuring radiometric distances between the center pixel and its neighbors for preserving sharp edges while reducing noise. The brute-force implementation of bilateral filters is slow when the kernel size is large and several techniques have been proposed to improve the efficiency.

Pham and van Vliet [29] propose to separate the 2D bilateral filter into two 1D bilateral filters and apply one after the other. Although this method is efficient, it generates good results only on uniform regions, horizontal edges and vertical edges. Durand and Dorsey [12] propose to linearize the bilateral filter by quantizing the range domain to a small number of discrete values. Paris and Durand [26] extend this method by representing the grayscale image with a volumetric grid, and bilateral filtering is then equivalent to convolving the grid with a 3D Gaussian filter. The use of bilateral grid helps improve the accuracy of the fast algorithm [12] when the spatial domain quantization is used. However, it entails significant memory requirement when the filter kernel is small. Yang et al. [38] further demonstrate that the fast algorithm [12] can be implemented using a recursive Gaussian filter such that its computational complexity is independent of the filter kernel size. In addition, Adams et al. propose to use the permutohedral lattice [1] and Gaussian KD-trees [2] for efficient high-dimensional Gaussian filtering, which can be directly integrated with the approximate algorithm [26] for fast bilateral filtering. Yang [36] proves that the bilateral filter can be recursively implemented without quantization; thus the computational complexity will be linear in both image size and dimensionality.

Inspired by the bilateral filter, a number of edge-preserving filtering methods are proposed with low computational complexity recently. e.g., Fattal’s EAW method [14], He et al.’s guided filtering method [18], and Gastal and Oliveira’s domain transform filtering method [16]. Nevertheless, unlike regular bilateral filter that can have arbitrary spatial kernel and arbitrary range kernel, these fast bilateral filter approximations or efficient edge-preserving filters may not be adjusted for different
applications. For example, [36] and [16] are not suitable for joint filtering as shown in Figure 2 and [18] may completely ignore the color differences between pixels in some special cases as demonstrated in [17].

Histogram-based bilateral filters [31], [35] have also been shown to be effective for processing grayscale images. The computation of intensity differences between the center pixel and its neighbors in a local patch can be independent of the kernel size as long as the intensity statistics are pre-computed. Weiss [35] shows that a bilateral filter with a box spatial filter kernel can be expressed as a simple ratio of two linear functions of a local histogram, which is computed based on the square neighborhoods of the input image. An efficient algorithm is then proposed to compute the local histograms, which has a computational complexity of $O(\log r)$ per pixel where $r$ is the filter radius. Porikli [31] further reduces its complexity to $O(1)$ per pixel by showing that local histograms can be computed in constant time using the integral histogram [30]. However, the main limitation of histogram-based bilateral filtering is that the spatial kernel is limited to the box filter, which is addressed in this work.

B. Approximate Nearest Neighbor Fields

Patch-based methods have been shown to be very useful in numerous computer vision and graphics applications. The core of patch-based methods is to find ANNF that describes the corresponding patches between image $I$ and $J$, where $I$ and $J$ can be the same image. KD-tree [15] and locality sensitive hashing [23] are two classical algorithms for ANNF. They both aim at reducing the query time by partitioning the space either deterministically or randomly. However, computing a dense and global corresponding map is too computational expensive for realtime applications.

Computing ANNF has been remarkably advanced by the PatchMatch algorithm [6], [7]. The main idea of PatchMatch is to utilize image coherence: the neighborhood of a good matched pair in image $I$ will likely form good matched pairs with the neighborhood of the matched patch in image $J$. Initially, PatchMatch randomly assigns patches in image $I$ to patches in image $J$. These random assignments may include good matches and bad matches. Only the good matches are propagated to nearby patches to provide good initial guesses and refine the matching results. This process is performed iteratively, and the algorithm converges after a small number of iterations. The PatchMatch algorithm allows computing ANNF in realtime, enabling lots of image editing applications like image completion and image reshuffling. PatchMatch is further improved in speed and accuracy through locality sensitive hashing [25] and KD-tree [33], respectively. However, the patch size is still the decisive factor of the computation overhead, especially for applications requiring large patches. In addition, the PatchMatch algorithm compares two patches using pixel-by-pixel differences, which leads to over-smoothing artifacts. These problems are addressed by integrating PatchMatch with the proposed BWH.

C. Locality Sensitive Histograms

The conventional image histogram is a 1D array where each value is an integer indicating the frequency of occurrence of a particular intensity value. In contrast, LSH [21] is constructed by floating point as it takes into account the spatial distance from the center pixel. Given an image $I$, the LSH, $H^E_{p}$, at pixel $p$ is computed by:

$$H^E_{p}(b) = \sum_{q=1}^{W} \alpha[p-q] \cdot Q(I_q, b), \quad b = 1, \ldots, B,$$

where $W$ is the number of pixels, $B$ is the number of bins, $Q(I_q, b)$ is zero except when intensity value $I_q$ (at pixel location $q$) belongs to bin $b$, and $\alpha \in (0, 1)$ is a parameter controlling the decreasing weight as a pixel moves away from the target center. LSH can be computed efficiently when the input image is 1D:

$$H^E_{p}(b) = H^E_{p, left}(b) + H^E_{p, right}(b) - Q(I_p, b), \quad b = 1, \ldots, B,$$

where

$$H^E_{p, left}(b) = Q(I_p, b) + \alpha \cdot H^E_{p-1, left}(b), \quad b = 1, \ldots, B,$$

$$H^E_{p, right}(b) = Q(I_p, b) + \alpha \cdot H^E_{p+1, right}(b).$$

Based on Eq. (3) and (4), pixels on the right of pixel $p$ do not contribute to the LSH on the left hand side $H^E_{p, left}$, while pixels on the left of pixel $p$ do not contribute to the LSH on the right hand side $H^E_{p, right}$. The summation of $H^E_{p, left}$ and $H^E_{p, right}$, however, combines the contribution from all pixels and the weight of the contribution drops exponentially with respect to the distance to pixel $p$. Clearly, only $B$ multiplication and $B$ addition operations are required at each pixel location in order to compute $H^E_{p, left}$ (or $H^E_{p, right}$). Thus, the computational complexity of the locality sensitive histogram is reduced to $O(B)$ per pixel. Eq. (2) can be easily extend to multi-dimensional images by simply performing the 1D algorithm separately and sequentially in each dimension. This efficient algorithm is used and extended throughout this paper.

III. LINEAR TIME BILATERAL FILTERING

Porikli [31] shows that bilateral filtering can be accelerated by the local histograms. However, its main limitation is that the spatial kernel is limited to box filters. In this section, we show that the proposed LSH is able to address this problem.

The bilateral filter is an edge-preserving smoothing operator with a spatial filter kernel $F(\cdot)$ and a range filter kernel $G(\cdot)$. Let $I$ be a grayscale image, and $I_p$ and $I_q$ be the intensity values of pixels $p$ and $q$, respectively. The bilateral filtered value of pixel $p$ is:

$$I'_p = \sum_{q=1}^{W} \frac{F(p, q)G(I_p, I_q)I_q}{\kappa_p},$$

where $\kappa_p$ is a normalizing parameter defined as:

$$\kappa_p = \sum_{q=1}^{W} F(p, q)G(I_p, I_q).$$
such that \( \sum_{q=1}^{W} \mathcal{F}(p, q) \mathcal{G}(\mathbf{i}_p, \mathbf{i}_q)/\kappa_p = 1 \).

From Eq. (5), the computational complexity of the bilateral filter is \( O(W^2) \) with a straightforward implementation. Using the locality sensitive histograms with \( B \) bins as described in Section II-C, the complexity can be reduced to \( O(WB) \) because of the use of an exponential kernel in LSHs and the bilateral filter can be expressed as a simple ratio of two linear functions of the computed LSHs.

Let \( h_b \) be the intensity value corresponding to the \( b \)-th bin of the histograms. According to Eq. (6),

\[
\kappa_p = \sum_{q=1}^{W} \mathcal{F}(p, q) \left( \sum_{b=1}^{B} Q(\mathbf{i}_q, b) \cdot \mathcal{G}(\mathbf{i}_p, h_b) \right). 
\]  

(7)

Let

\[
\mathbf{H}_p^E(b) = \sum_{q=1}^{W} \mathcal{F}(p, q) \cdot Q(\mathbf{i}_q, b) 
\]

which is actually the LSHs presented in Section II-C,

\[
\kappa_p = \sum_{b=1}^{B} \mathbf{H}_p^E(b) \mathcal{G}(\mathbf{i}_p, h_b). 
\]  

(9)

As shown in Section II-C, the spatial kernel \( \mathcal{F}(p, q) \) here is an exponential kernel. If \( B \) is sufficiently large to cover all possible pixel intensity values. The spatial kernel \( \mathcal{F}(p, q) \) is now embedded in the histograms. By substituting Eq. (9) into Eq. (5), we obtain:

\[
\mathbf{I}_p^I = \frac{\sum_{b=1}^{B} \mathbf{H}_p^E(b) \mathcal{G}(\mathbf{i}_p, h_b) h_b}{\sum_{b=1}^{B} \mathbf{H}_p^E(b) \mathcal{G}(\mathbf{i}_p, h_b)}.
\]  

(10)

The computational complexity now depends only on the resolution of the LSHs, \( \mathbf{H}_p^E \), which is \( O(WB) \).

\subsection*{A. Linear Time Joint Bilateral Filtering}

If the range filter kernel \( \mathcal{G}(\cdot) \) in Eq. (5) is computed using an additional image \( \mathbf{J} \), where the intensity values of pixels \( p \) and \( q \) are \( \mathbf{J}_p \) and \( \mathbf{J}_q \), respectively, the resulting filter becomes a joint/cross bilateral filter [13], [28]. The joint bilateral filtered value of pixel \( p \) is:

\[
\mathbf{I}_p^J = \sum_{q=1}^{W} \mathcal{F}(p, q) \mathcal{G}(\mathbf{J}_p, \mathbf{J}_q) \mathbf{I}_q/\kappa_p^J,
\]

(11)

where \( \kappa_p^J = \sum_{q=1}^{W} \mathcal{F}(p, q) \mathcal{G}(\mathbf{J}_p, \mathbf{J}_q) \) is a normalization parameter. This joint bilateral filter can also be computed in \( O(WB) \) with a slight change in the histograms. From Eq. (9):

\[
\kappa_p^J = \sum_{b=1}^{B} \mathbf{H}_p^J(b) \mathcal{G}(\mathbf{J}_p, h_b),
\]

(12)

where \( \mathbf{H}_p^J(b) \) are the LSHs computed from image \( \mathbf{J} \):

\[
\mathbf{H}_p^J(b) = \sum_{q=1}^{W} \mathcal{F}(p, q) \cdot Q(\mathbf{J}_q, b).
\]

(13)

Using Eq. (11) and (12):

\[
\kappa_p^J \mathbf{I}_p^J = \sum_{q=1}^{W} \mathcal{F}(p, q) \left( \sum_{b=1}^{B} Q(\mathbf{J}_q, b) \cdot \mathcal{G}(\mathbf{J}_p, h_b) \right) \mathbf{I}_q
\]

\[
= \sum_{b=1}^{B} \sum_{q=1}^{W} \mathcal{F}(p, q) \cdot Q(\mathbf{J}_q, b) \mathbf{I}_q \cdot \mathcal{G}(\mathbf{J}_p, h_b).
\]

(14)

Let

\[
\mathbf{H}_p^K(b) = \sum_{q=1}^{W} \mathcal{F}(p, q) \cdot Q(\mathbf{J}_q, b) \mathbf{I}_q,
\]

(15)

We then have:

\[
\mathbf{I}_p^K = \sum_{b=1}^{B} \mathbf{H}_p^K(b) \mathcal{G}(\mathbf{J}_p, h_b)/\kappa_p^J
\]

\[
= \frac{\sum_{b=1}^{B} \mathbf{H}_p^K(b) \mathcal{G}(\mathbf{J}_p, h_b)}{\sum_{b=1}^{B} \mathbf{H}_p^K(b) \mathcal{G}(\mathbf{J}_p, h_b)}.
\]

(16)

When used for joint bilateral filtering, a new \( B \) dimensional vector, \( \mathbf{H}_p^K(b) \), in addition to the LSHs, \( \mathbf{H}_p^E(b) \), needs to be computed at each pixel location. This doubles the memory cost, while the computation overhead is negligible.

\subsection*{B. Multi-Dimensional Filtering}

The proposed bilateral filtering is not limited to grayscale images. For an \( N \)-channel image \( \mathbf{J} \), two \( N \)-dimensional histograms, which are extensions of the LSHs in Eq. (13) and (15), are computed at each pixel \( p \) as:

\[
\mathbf{H}_p^J(b_1, \cdots, b_N) = \sum_{q=1}^{W} \mathcal{F}(p, q) \prod_{c=1}^{N} Q(\mathbf{J}_q, b_c),
\]

(17)

\[
\mathbf{H}_p^K(b_1, \cdots, b_N) = \sum_{q=1}^{W} \mathcal{F}(p, q) \prod_{c=1}^{N} Q(\mathbf{J}_q, b_c) \mathbf{I}_q,
\]

(18)

where \( \mathbf{J}_c \) is the \( c \)-th channel of image \( \mathbf{J} \). Let \( \bar{\mathbf{i}}_b = [h_{b_1}, \cdots, h_{b_N}]^T \) and \( \bar{\mathbf{b}} = [b_1, \cdots, b_N]^T \). The joint bilateral filter in Eq. (16) can be updated using Eq. (17) and (18) for multi-dimensional filtering:

\[
\mathbf{I}_p^K = \frac{\sum_{b=1}^{B} \cdots \sum_{b_N=1}^{B} \mathbf{H}_p^K(\bar{\mathbf{b}}) \mathcal{G}(\bar{\mathbf{J}}_p, \bar{\mathbf{i}}_b)}{\sum_{b=1}^{B} \cdots \sum_{b_N=1}^{B} \mathbf{H}_p^K(\bar{\mathbf{b}}) \mathcal{G}(\bar{\mathbf{J}}_p, \bar{\mathbf{i}}_b)}.
\]

(19)

\subsection*{C. Complexity Analysis}

According to Eq. (17) and (18), the computational complexity of constructing the locality sensitive histograms is \( O(WBN) \), where \( W \) is the number of image pixels, \( B \) is the number of bins, and \( N \) is the number of channels. However, the complexity of the joint bilateral filter in Eq. (19) is exponential in \( N \). Thus, the computational complexity of the whole algorithm is linear in the image size but exponential in dimensions.

The memory cost mainly resides in the locality sensitive histograms (and the additional histograms in the case of
joint bilateral filter), which is a \((2 + N)\)-dimensional array. The memory cost is huge for a straightforward implementation when \(N\) is large. Let
\[
L_1^p = \sum_{\vec{b} \in \{1, \ldots, 1\}^7} \mathbf{H}_p^{b}(\vec{b}) g(\vec{J}_p, \vec{h}_b), \quad (20)
\]
\[
L_2^p = \sum_{\vec{b} \in \{1, \ldots, 1\}^7} \mathbf{H}_p^{b}(\vec{b}) g(\vec{J}_p, \vec{h}_b), \quad (21)
\]
Eq. (19) becomes:
\[
I_p^J = \frac{L_1^p}{L_2^p}. \quad (22)
\]
In the above equations, \(L_1^b\) can be initialized with all zeros, and then accumulated w.r.t. each \(\vec{b}\). As a result, it is not necessary to maintain all the histograms but only \(\mathbf{H}_p^{\vec{b}}(\vec{b})\) and \(\mathbf{H}_p^{\vec{b}}_{\vec{b}}(\vec{b})\) at each pixel location \(p\). The minimum memory requirement is thus twice the image size for joint bilateral filtering (or same as the image size for bilateral filtering), excluding the memory for the images before and after filtering.

**IV. BILATERAL WEIGHTED HISTOGRAMS FOR ANNF**

In this section, we further propose a new locally weighted histogram with application to image matching. Patch-based methods have achieved great success in various applications. Comparing two patches is an inevitable step in these algorithms. The straightforward way is first represented a \(s\)-by-\(s\) patch in a \(3s^2\)-dimensional space, and the similarity is defined as the \(L_2\) distance between two \(s^2\) vectors. However, the computation overhead relies on the patch size, which is usually required to be large in order to eliminate matching ambiguities. On the other hand, pixel-by-pixel difference between two large patches cannot help distinguish patches from small scale details (e.g., repetitive patterns), and hence the resulting reconstructed image cannot preserve edges well.

Histogram matching can be an efficient replacement for comparing two large patches, and is mainly used in applications that are insensitive to image structure, such as tracking [11], [21]. However, the lost of structural information makes histogram matching not suitable for content-aware applications, such as colorization [24] and image editing [6]. Figure 3b shows an example of using histograms to compute ANNF for image reconstruction. (The details of image reconstruction will be discuss in Section V-B). The pixels near to the boundaries cannot be reconstructed due to the lost of structural information. On the other hand, adding spatial information along (i.e., LSHs) is not distinctive enough to obtain good patch correspondences, as shown in Figure 3c.

**A. Bilateral Weighted Histograms**

Here, we propose a new type of histogram, referred to as bilateral weighted histograms, to address both the efficiency and accuracy problems. The proposed BWH provides an alternative way for patch matching. Pixel-by-pixel difference aims to locate the patch with similar image structure, while BWH is relatively invariant to rotation (i.e., pixel contributions of BWH depend only on spatial and color distances) and it takes into consideration of both spatial and color information to preserve details around edge areas. In particular, the introduced range kernel provides a geodesic based similarity to recover image structure in an efficient manner.

For image \(I\), the BWH \(\mathbf{H}_p^{W}\), at pixel \(p\) is defined as:
\[
\mathbf{H}_p^{W}(b) = \sum_{q=1}^{W} \alpha^{|b-q|} \cdot g(I_p, I_q) \cdot Q(I_q, b), \quad b = 1, \ldots, B, \quad (23)
\]
where \(g(I_p, I_q)\) is a range kernel as defined in Section III. We can see that Eq. (23) is an extension of LSH by further considering color similarity in the histogram.

One natural question is whether the efficient implementation of LSH holds in BWH. Inspired by a recently proposed recursive approximation of bilateral filtering [36], BWH can also be implemented in an efficient way by involving recursive range kernel.
For pixels \( p \) and \( q \) in 1D image \( I \), a recursive range filtering kernel \( G_r(I_p, I_q) \), is defined as the accumulation of the range distance between every two neighboring pixels on the path of two \( p \) and \( q \):

\[
G_r(I_p, I_q) = G_r(I_p, I_{p+1}) \cdots G_r(I_{q-2}, I_{q-1}) G_r(I_{q-1}, I_q)
\]

\[
= \prod_{k=p}^{q-1} G_r(I_k, I_{k+1}). \quad (24)
\]

Gaussian kernel is typically used as range kernel, and Eq. (24) becomes:

\[
G_r(I_p, I_q) = \prod_{k=p}^{q-1} \exp \left( -\frac{|I_k - I_{k+1}|^2}{2\sigma^2} \right)
\]

\[
= \exp \left( -\frac{\sum_{k=p}^{q-1} |I_k - I_{k+1}|^2}{2\sigma^2} \right). \quad (25)
\]

As can be seen in Eq. (25), the recursive approximation of the range kernel is indeed a geodesic filtering kernel. Although the behavior of geodesic kernel is different from Gaussian kernel in highly-textured areas, geodesic kernel preserves edges quite well as demonstrated in [37].

The recursive implementation of Eq. (25) holds for histogram, as we can consider BWH as a combination of filtering \( B \) binary images. Similar to LSH, Eq. (23) can be written as:

\[
H_p^{W, \text{left}}(b) = Q(I_p, b) + \alpha \cdot G_r(I_p - 1, I_p) \cdot H_{p-1}^{W, \text{left}}(b),
\]

\[
H_p^{W, \text{right}}(b) = Q(I_p, b) + \alpha \cdot G_r(I_p, I_p + 1) \cdot H_{p+1}^{W, \text{right}}(b). \quad (26)
\]

As the range distance \( G_r(I_p, I_q) \) can be pre-computed and stored as a lookup table, Eq. (26) requires only \( B \) extra multiplications than LSHs, thus totally \( 2B \) multiplication and \( B \) addition operations are needed at each pixel for computing \( H_p^{W, \text{left}}(b) \) (or \( H_p^{W, \text{right}}(b) \)).

Extending the proposed BWH from 1D to 2D can be achieved by performing Eq. (26) horizontally first, and then apply Eq. (26) to the horizontal pass result vertically (or vice-versa). As a result, the range kernel has two possible paths according to the order of traveling directions. The optimal way is to choose the path with the lowest traveling cost at each pixel. However, this double the computational effort. Similar to [37], we perform horizontal first for all the pixels.

The proposed BWH is an edge-preserving histogram which enabling patch matching independent of patch size, meanwhile removing the influence from outliers (e.g., due to occlusions). We demonstrate its effectiveness by making the original PatchMatch algorithm to be edge-preserving.

B. Edge-Preserving PatchMatch

Given a pair of images \( I \) and \( J \), PatchMatch first assigns the corresponding patches randomly. Typically some of these random matches are good (defined by the distance function). Only the good matches are propagated to the neighboring patches across image plane. Some random patch assignments are additional performed for each pixel in order to avoid trapping into local minima, and only the best match is kept.

For two patches that locate at \( p \) in image \( I \) and \( q \) in image \( J \) respectively, the distance function between two patches \( d(p, q) \) of original PatchMatch is defined as:

\[
d(p, q) = \sum_{k=-s/2}^{s/2} |I_{p+k} - J_{q+k}|^2, \quad (27)
\]
where $s$ is the patch size. We employ the proposed BWH as the patch descriptor. Specifically, the distance function is defined as follows,

$$d^H(p, q) = \sum_{b=1}^{3B} |H^W_p(b) - H^W_q(b)|,$$  

where $3B$ is the total number of bins of three color channels. The new distance function leads to an efficient edge-preserving PatchMatch algorithm, and it is qualitatively and quantitatively examined in the experiments by three applications. As can be seen in Figure 3d, edges are well preserved in the reconstructed image.

V. EXPERIMENTS

In this section, we extensively evaluate the proposed bilateral filtering and edge-preserving PatchMatch in Section V-A and Section V-B respectively. The proposed methods are implemented in C++ on a PC with an Intel i5 3.3 GHz CPU (using only a single core) and 8 GB RAM.

A. Evaluation on Bilateral Filtering

To assess the performance of our algorithm, we have implemented a bilateral filter using our locality sensitive histograms, and the state-of-the-art method in terms of time complexity [31]. We evaluate a bilateral filter using locality sensitive histograms, and the state-of-the-art method in terms of time complexity [31]. We choose the number of bins to 16 for histogram-based methods as satisfactory PSNR can be obtained, as shown in Figure 4. As can be seen, the proposed bilateral filter outperforms all the existing method for processing grayscale image. One drawback is that the computational complexity of our method is linear in both the number of bins and the image size.

Table I compares the speed of the proposed bilateral filter with the existing bilateral filters. As suggested by [27], the differences between two images may not be easily visible if the PSNR values are above 40 dB. The Gaussian kernel is selected as the range filter kernel in all our experiments:

$$G(I_p, h_b) = \exp \left(-\frac{|I_p - h_b|^2}{2\sigma_r^2} \right),$$

where $\sigma_r$ is the standard deviation of the Gaussian kernel.

Quantitative Evaluations. Figure 4(a) shows eight images that are used for numerical evaluation. The average PSNR values of our method and the exact method (with 256 bins) are shown in Figure 4(b). Our method is able to obtain high PSNR values even using as few as 16 bins, i.e., $\log_2(B) = 4$, and the results are as accurate as those by the state-of-the-art method [31] with box spatial filter kernel.

Figure 5 shows the PSNR curves of the proposed method with respect to parameter $\sigma_r$ defined in Eq. (30). We can observe that the propose bilateral filter suits for wide-ranging application requirements, as the accuracy of our method is high even for very small $\sigma_r$ values.

Figure 6 shows the execution time of the two histogram-based bilateral filter methods with respect to the number of bins $B$ on an 1 MP grayscale image. The proposed LSH-based bilateral filtering method is a bit faster than the state-of-the-art constant-time histogram-based approach [31]. In addition, the computational complexity of our method is linear in both the number of bins and the image size.
Fig. 7: Qualitative evaluation of the proposed bilateral filter. Locality sensitive histograms are computed with $\alpha = 0.91$. The standard deviation of the range filter kernel is $\sigma_r = 0.05$, and $B = 16$. Each channel is processed independently in this experiment.

<table>
<thead>
<tr>
<th>Method</th>
<th>Runtime (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>57</td>
</tr>
<tr>
<td>Porikli's box</td>
<td>63</td>
</tr>
<tr>
<td>Bilateral Grid</td>
<td>356</td>
</tr>
<tr>
<td>AM filter [17]</td>
<td>105</td>
</tr>
<tr>
<td>RTBF [38]</td>
<td>155</td>
</tr>
</tbody>
</table>

TABLE I: Speed comparisons with existing edge-preserving filters on an 1 MP grayscale image. We use 16 bins for the histogram-based methods. As can be seen, the proposed bilateral filter is the fastest method for processing grayscale image.

B. Evaluation on PatchMatch

We evaluate the proposed edge-preserving PatchMatch by comparing it with the original PatchMatch. The proposed method is examined by three applications: image reconstruction, optical flow and example-based colorization. As the proposed BWH takes into account the whole image, we set the spatial cutoff to be the patch size $s$, and adjust the spatial coefficient $\alpha$ to force the smallest weight within the patch to be 0.1.

Image Reconstruction. The properties of NNF are typically examined by image reconstruction, which is the main step in image editing such image retargeting and inpainting. Given a source image $I$, it can be reconstructed by a target image $J$ and a dense patch map from $I$ to $J$. The experiment is conducted on the public data set VidPairs [25], but...
Fig. 8: Multi-dimensional bilateral filtering results. (b) Combining three separately filtered color channels. (c) Multi-dimensional filtering. Note that in (b), the top of the building and the shadow of a small object merge with their backgrounds when filtering the three color channels separately. Our multi-dimensional filter is able to avoid this problem as shown in (c). (Best viewed at full size on a high-resolution display).

Fig. 9: Stylization example of the proposed bilateral filtering. Edge image is produced using the illumination invariant features in [21].

First, the proposed method is more accurate. It achieves about 5 – 10% lower reconstruction errors than the original PatchMatch. Second, our method is about 2 to 3 times faster to achieve similar accuracy than the original PatchMatch. For example, the proposed method only takes 3 iterations to reach a similar accuracy as the original PatchMatch after 6 iterations. Meanwhile, computing the BWHs (16 bins) for an 1MP grayscale image takes about 60ms, and the time is tripled for color images, which is negligible comparing to the time of performing PatchMatch.

Figure 10 shows two examples of image reconstruction.
Fig. 11: Image reconstruction results. Image \( I \) is reconstructed from image \( J \) and the dense patch map from \( I \) to \( J \). The proposed method in (d) preserves edges, yielding better results in the textured regions than the original PatchMatch in (c).

Fig. 12: Optical flow comparison of the original PatchMatch and the proposed method. The result (cropped) is tested on the “Army” dataset from Middlebury benchmark [4]. The proposed method preserves details better than the original PatchMatch.

The results shown in Figure 11b are reconstructed by the traditional histogram, which is not able to retain fine details. The original PatchMatch (Figure 11c) captures details well but produces over-smoothing artifacts. In contrast, the proposed method (Figure 11d) preserves the finest details, especially around edges.

**Optical Flow.** PatchMatch has been shown to be effective in large displacement optical flows [10], [22], [5]. We simply replace the original PatchMatch in [5] to evaluate the effectiveness of our method. As can be seen in Figure 12, the proposed method preserves edges much better than the original PatchMatch. Note that our distance function (i.e., Eq. (28)) is similar to the one used in [5] in spirit. The main difference is that [5] involves bilateral weights when computing pixel-by-pixel differences, while the bilateral weights are contained in the proposed histograms in an efficient manner.

**Example-based Colorization.** Another intuitive example is example-based colorization. We simply compute the ANNF between the source grayscale image and the reference image, which is also converted to grayscale image. For each pixel in the source image, the color is assigned from the color of the corresponding patch center. Figure 13 shows the colorization results. We can see that the proposed method computes a better ANNF and preserves edge much better, while the original PatchMatch cannot distinguish patches from small scale details. The same situation occurs even with small patch size.

VI. CONCLUSIONS

In this paper, we further explore the LSH and propose a new BWH. Accordingly, we propose an efficient bilateral filtering algorithm based on LSHs and an edge-preserving PatchMatch based on BWHs. The proposed bilateral filtering algorithm overcomes the box spatial kernel restriction of existing histogram-based methods, enabling the use of an exponential kernel, and the new BWH leads to an accurate and efficient way for image matching. Experimental results show that the proposed bilateral filter and edge-preserving PatchMatch perform favorably against state-of-the-art algorithms. One of our future work is to extend the spatial kernel of LSH, which is currently an exponential kernel, to a general kernel. On the other hand, as many vision problems can be modeled with histograms, another future work will focus on exploring more potential applications (e.g., saliency detection [20], [19]) of two efficient histograms.
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