A Real-time Database Architecture for Motion Capture Data
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ABSTRACT
Due to the popularity of motion capture data in many applications, such as games, movies and virtual environments, huge collections of motion capture data are now available. It is becoming important to store these data in compressed form while being able to retrieve them without much overhead. However, there is little work that addresses both issues together. In this paper, we address these two issues by proposing a novel database architecture. First, we propose a lossless compression algorithm to compress the motion clips, which is based on a novel Alpha Parallelogram Predictor (APP) to estimate the degree of freedom (DOF) of each child joint from its immediate neighbors and parents that have already been processed. Second, we propose to store selected eigenvalues and eigenvectors of each motion clip, which only require a very small amount of memory overheads, for faster filtering of irrelevant motions. Based on this architecture, real-time queries become a three-step process. In the first two steps, we perform a quick filtering to identify relevant motion clips in the database through a two-level indexing structure. In the third step, only a small number of candidate clips are uncompressed and accurately matched with a Dynamic Time Warping algorithm. Our results show that users can efficiently search clips from this losslessly compressed motion database.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – retrieval models

General Terms
Algorithms, management, performance, design, experimentation.

Keywords
Motion capture data, motion compression, motion indexing.

1. INTRODUCTION
Motion capture (mocap) data are now widely used in many applications, including movies, games, animation and virtual environments. As huge collections of mocap data are being produced, there is a need to design effective motion compression and retrieval methods for the storage and retrieval of these data. However, there is little work that considers both the indexing and compression of mocap data.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.

MM’11, November 28–December 1, 2011, Scottsdale, Arizona, USA. Copyright 2011 ACM 978-1-4503-0616-4/11/11...$10.00.
a descriptive model of the pose data of a motion, keeping only the leading principal geodesics. This model is then used in an inverse kinematics system to synthesize poses that not only match the end-joint constraints but also with the interior joint positions. Given this pose model, only the compressed end-joint trajectories and the root joint’s position and orientation need to be stored in order to recover the motion. All these methods are lossy method. Therefore, they throw away some information from the data in order to achieve high compression ratios.

On the other hand, automatically searching for similar motions is of great importance in motion synthesis and reusing. Since motion data are multi-attribute time-series, it is straightforward to apply dynamic time warping (DTW) [4, 6] or uniform scaling [8] for motion retrieval. However, these methods are based on numerical comparison and are typically very slow. Kovar and Gleicher [9] propose pre-computing “match webs” to describe potential matches among motion subsequences, in order to improve run-time retrieval efficiency. However, this method has a very high pre-processing time. In addition, if a query is not already in the database, this method will need to compute the match webs between the query and all the motions in the database. Deng et al. [5] propose to decompose motions into body parts and extract common motion patterns for each part. A motion clip can be represented as a string of pattern indices, and so motion retrieval becomes simple string matching. However, the data structures used amount to nearly 5% of the size of the motion database, which can be expensive for large databases. Muller et al. [11] propose an efficient semantics-based motion retrieval method, where the user inputs a query motion as a set of time-varying geometric feature relationships. It essentially transforms the motion retrieval problem into a binary matching problem in a geometric relationship space. However, specifying well-defined geometric (semantic) relationships for highly dynamic motions, such as boxing, is non-trivial, especially for novice users.

In summary, current state-of-art motion retrieval algorithms do not work with current compression algorithms, since compression algorithms introduce an overhead to real-time applications – the motion files need to be decompressed before use. In addition, all existing compression methods for motion capture data are lossy. However, if we want to edit a motion file compressed with a lossy compression method, we will need to uncompress it before editing and then compress it again afterwards. Each time we compress the motion file, the lossy compression method will introduce additional error to the file. Hence, a motion file needed to go through a number of such editing operations at different times will result in a compound error. Thus, a lossless compression method is needed. In this paper, we address these two problems by proposing a database architecture that integrates our proposed lossless compression method with our two-level indexing structure and a tree-step motion retrieval method.

3. DATABASE CONSTRUCTION
The raw motion data are high-dimensional time-series, which need dimension reduction. In this paper, we accomplish dimension reduction by adopting the feature set defined by [10], which uses positions of four end effectors and head as the features of the motion. After this process, the curve simplification algorithm is applied to reduce the number of frames to 20% of the original one. Finally, an adaptive k-means clustering algorithm is used to group similar motion clips together. To cluster motions, we need an effective and efficient distance measure. We propose to compute a matching score of two clips in eigenspace as our distance measure, called EigenDis.

4. Motion Index and EigenDis
In [2], it is observed that different actions within a single motion have different eigenspaces, and motion segmentation can be achieved by taking advantage of this. Inspired by this observation that each type of motion has its unique eigenvector “pattern”, we propose to extract these “patterns” as motion index, and define EigenDis as the pattern matching score of two clips. In run-time, the matching scores between the input query clip and the clips in the database are used to pre-filter irrelevant clips.

First, we represent the original motion clips as a low-dimensional matrix composed of d vectors:

\[ \mathbf{F} = (f_1, f_2, f_3, \ldots, f_d) \]

where \( f_1, f_2, \ldots, f_d \) are the position vectors, \( d \) indicates the total number of angles, each defined as \( f_i = (f_{i1}, f_{i2}, \ldots, f_{in})^\top \), and \( n \) is the number of frames in the motion. We define a mean vector:

\[ \mathbf{F} = (\bar{f}_1, \bar{f}_2, \bar{f}_3, \ldots, \bar{f}_d) \]

where \( \bar{f}_i = \frac{1}{n} \sum f_{ij} \), and a difference vector:

\[ \hat{\mathbf{F}} = \mathbf{F} - \bar{\mathbf{F}} = (\hat{f}_1, \hat{f}_2, \hat{f}_3, \ldots, \hat{f}_d) \]

We compute the covariance matrix of \( \hat{\mathbf{F}} \) as:

\[ \mathbf{R} = \rho \mathbf{k} \mathbf{d} \]

where \( \rho_{ij} = \frac{1}{n} \sum \hat{f}_{ij} \cdot \hat{f}_{ik} \). We then obtain the s eigenvalues of \( \mathbf{R} \), \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_s \geq 0 \), and the corresponding eigenvectors \( v_1, v_2, \ldots, v_s \), where \( s \) is the rank of \( \mathbf{R} \). The weight of an eigenvalue is defined as:

\[ \alpha_i = \frac{\lambda_i}{\sum_{j=1}^{s} \lambda_j} \]

We keep the leading \( m \) (\( m \leq s \)) largest eigenvalues until the accumulated weight is higher than a threshold AccThr. (In our implementation, we set it to 0.9.) We refer to \( m \) as the length of the motion index. Then, the final eigenvector matrix becomes:

\[ \mathbf{V} = (v_1, v_2, \ldots, v_m) \]

We store \( \mathbf{V} \) and the corresponding eigenvalues as the motion index of this motion, as shown in Figure 1. Assuming that the query motion is \( \mathbf{Q} \) and a motion in the database is \( \mathbf{D} \), we compute the matching score of these two index as:

\[ \rho = \frac{\sum_{i=1}^{m} w_i \rho_{i,j}}{m} \]

where \( w_i \) is defined as the \( i \)th eigenvalue over the total eigenvalues of the query index, and \( \rho_{ij} \) is the correlation coefficient between the \( i \)th eigenvector of \( \mathbf{V} \) and the \( j \)th eigenvector of \( \mathbf{Q} \).

4.1 Two-level Index Construction
After the clustering process, a two-level indexing structure is constructed. The low level is the index for a specific motion clip. The content of an index node includes eigenvectors (Eq. (3)) and the corresponding eigenvalues. At the high level, each cluster stores a center point index. This center point is computed from the k-means clustering process. Each motion clip, as pointed to by a low level index node, is compressed losslessly using our Alpha Parallelogram Predictor (APP) method.
4.2 Lossless Compression of Motion Data

We adapt and extend the traditional parallelogram predictor [7] of mesh compression to compress the motion capture data in a lossless way, by introducing a prediction parameter, alpha (α), and its lookup table.

The motion data is first split into some equal-sized clusters before prediction, with each cluster having t poses. Figure 2 shows a human skeleton model and an example of APP. The right hand side of Figure 2 only shows two columns and some rows of cluster i. Assuming that c is a DOF index of child joint C, p is the DOF index of the parent of joint C. The numbers of DOFs of joint 18 and joint 16 are indexed by c and p, respectively. For cluster i, we can predict DOFb+j,c using the following formula:

$$P_{b+j,c} = DOF_{b+j,c} + \alpha (DOF_{b+j,p} - DOF_{b+j-1,p})$$  \hspace{1cm} (5)

When using Eq. (5) for prediction, the prediction error of DOF index c of cluster i is:

$$e_{i,c} = \frac{\sum_{j=1}^{t} (DOF_{b+j,c} - P_{b+j,c})^2}{\sum_{j=1}^{t} (DOF_{b+j,c} - DOF_{b+j-1,c})^2}$$  \hspace{1cm} (6)

where DOF_{b+j,c} is the actual value corresponding to the prediction value P_{b+j,c}. We obtain the minimum of e_{i,c}, when:

$$\alpha = \frac{\sum_{j=1}^{t} (DOF_{b+j,c} - DOF_{b+j-1,c})^2}{\sum_{j=1}^{t} (DOF_{b+j,p} - DOF_{b+j-1,p})^2}$$  \hspace{1cm} (7)

The α value computed from Eq. (7) is referred to as the ideal α value, since we can obtain a minimum error if we use it for prediction. Unfortunately, each ideal α value will occupy 32 bits to store. With a lot of α values to store, it will offset the compression ratio significantly. To address this problem, we first construct a α lookup table. Given an ideal α value, we simply look up the nearest α value from this lookup table and use it for prediction as described in Eq. (5). In this way, we only need to store the indices to the lookup table.

5. A TREE-STEP RETRIEVAL METHOD FOR COMPRESSED MOTIONS

Based on our database architecture, we can elaborate our run-time three-step motion retrieval algorithm as follows:

1. **Group-filtering** – This step is to branch the query motion to candidate groups by calculating matching score (EigenDis) between the query index and the center point index of each group. We set a threshold FilterThrLel1 to remove all groups which scores are below this threshold. Others are returned as the resulting candidate groups.

2. **Clip-filtering** – This step is to identify the candidate clips from the candidate groups obtained from the first step. For each clip in the candidate groups, we compute one final matching score, which is the EigenDis between the query index and the index of the candidate clip. The matching is between the eigenvalues and eigenvectors of the two indices as in Eq. (4). We set a threshold FilterThrLel2 to filter all clips which scores are below this threshold. Others are returned as the resulting candidate set.

3. **Motion decompression and comparison** – This step performs a detailed matching. We first uncompress each candidate motion clip and then use a time-series matching algorithm to compare between the query motion and this candidate motion. In our implementation, we use the DTW algorithm to perform the time-series matching.

With the above three-step retrieval algorithm, we can quickly remove a large number of irrelevant motion clips without involving decompression. We only need to decompress and execute the expensive DTW algorithm for a small number of motion clips to identify the matched motion clips.

6. RESULTS AND DISCUSSIONS

To evaluate the performance of the proposed method, we have implemented it in C++ and performed our experiments on a PC with an Intel Core Duo 2.26GHz CPU and 2GB RAM. Figure 3 shows our system interface. The red motion is the query. The blue motions are the best three motions and the remaining matched motions are in green. In this section, we first study the performance on the database construction process. We then study the run-time query performance of our method.

Figure 2. The virtual human skeleton and an example of APP.

![Figure 2. The virtual human skeleton and an example of APP.](image)

Figure 3. The system interface.

![Figure 3. The system interface.](image)
which is the sum of columns 6, 7 and 8. During the clustering process, the EigenDis threshold (ClsThr) that we use to determine if a clip should belong to a group is 0.75. There are also two compression parameters that we need to determine: the number of groups, t, and the α lookup table. Here, we set t=10 and the α lookup table is [-1, -0.5, -0.25, 0, 0.25, 0.5, 1, 2]. From Table 1, we can see that by using our lossless compression method, we can effectively reduce the sizes of the databases to roughly a quarter of their original sizes.

Table 1. Database size and construction time, with ClsThr = 0.75, t=10 and α lookup table=[-1, -0.5, -0.25, 0, 0.25, 0.5, 1, 2].

<table>
<thead>
<tr>
<th>Orig. DB Size (MB) / No. of Files</th>
<th>Size (MB)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Index size</td>
<td>Alpha size</td>
</tr>
<tr>
<td>39 / 134</td>
<td>0.23</td>
<td>0.25</td>
</tr>
<tr>
<td>172 / 121</td>
<td>0.21</td>
<td>0.23</td>
</tr>
<tr>
<td>290 / 233</td>
<td>0.40</td>
<td>0.52</td>
</tr>
</tbody>
</table>

6.2 Run-time Retrieval Performance

In this experiment, we apply some random queries from four types of motion on the first database mentioned in Table 1. This database includes 39 walking, 33 running, 14 jumping, 10 basketball-dribbling, 5 kicking ball, 3 drinking, 4 climbing, 8 cartwheeling, 5 picking up, 10 hopping and 3 dancing motions. Figure 4 compares the precision and recall of the proposed method with the non-filtering method (full search with the DTW matching process) and the non-DTW method (simply filtering the motion clips with the proposed indexing structure). We can see that with the proposed indexing structure, the recall values of our method (as well as the non-DTW method) are similar to those of the non-filtering method. When applying the non-DTW method, the precision values are not very good as some irrelevant motions still exist. By using our proposed method, the precision values are almost the same as the non-filtering method.

Table 2 shows the response time per query comparison of the proposed method, the non-filtering method (full search with the DTW matching process on the compressed motions) and non-compression method (our method but without compressing the motions). We use the same three databases as shown in Table 1 for this experiment. We can see that the proposed method can significantly reduce the response time per query through the filtering process with the indexing structure, as compared with the non-filtering method. The reduction is even more significant when the size of the database is large.

Table 2. The response time per query comparison between the proposed method, the non-filtering method and the non-compression method with number of candidate clips = 5.

<table>
<thead>
<tr>
<th>DB Size(MB)</th>
<th>Proposed method (s)</th>
<th>Non-filtering (s)</th>
<th>Non-compression (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>0.28</td>
<td>3.06</td>
<td>0.1</td>
</tr>
<tr>
<td>172</td>
<td>0.76</td>
<td>69.81</td>
<td>0.24</td>
</tr>
<tr>
<td>290</td>
<td>0.81</td>
<td>142.54</td>
<td>0.28</td>
</tr>
</tbody>
</table>

7. CONCLUSIONS

In this paper, we have looked at both compression and retrieval of motion capture data and proposed a database architecture to address both issues at the same time. We have proposed a lossless compression method for motions with a compression ratio of 25% of the original database size. We have also introduced a three-step motion retrieval method to effectively accelerate the retrieval process by filtering irrelevant motions with the proposed indexing structure. We have demonstrated the performance of the architecture by a number of experiments.
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