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Overview

In this supplemental material, we first analyze the effect of the proposed spatially variant RNN on image deblurring in Section 1. Then we quantitatively evaluate our method on the publicly available datasets (including the dynamic scene deblurring dataset [6] and real-world video deblurring datasets by Cho et al. [1] and Su et al. [9]) in Sections 2, 3 and 4, respectively.

1. Effect of the proposed spatially variant RNN

We note that conventional dynamic scene deblurring algorithms [7, 3] usually use segmentation methods to segment the objects with different motion blurs, and then apply the deblurring algorithms to the segmented objects. Specifically, the segmentation results are actually regarded as the confidence map (i.e., weights in [7, 3]) in the deblurring models, so that each segmented regions has its own deblurring model. Our algorithm has the similar effect to these conventional algorithms. Our CNNs first extract the features and then they are used to guide the weight of the spatial variant RNN for image deblurring. Figure 1 shows that extracted the features are able to distinguish the moving objects, e.g., the moving car (Figure 1(e)). Thus, under the guidance of the extracted the features, the proposed algorithm is able to recover a clear image as shown in Figure 1(c).

![Image of deblurring results](image-url)
2. Comparisons on the dynamic scene deblurring dataset [6]

Figure 2. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 3. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 4. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 5. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 6. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 7. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 8. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 9. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 10. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 11. Visual comparison for the dynamic scene deblurring dataset [6].
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Figure 12. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 13. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 14. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 15. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 16. Visual comparison for the dynamic scene deblurring dataset [6].
Figure 17. Visual comparison for the dynamic scene deblurring dataset [6].
3. Comparisons on the real-world blurred video dataset [1]

Figure 18. Visual comparison for the real blurry image dataset [1].
Figure 19. Visual comparison for the real blurry image dataset [1].
Figure 20. Visual comparison for the real blurry image dataset [1].
Figure 21. Visual comparison for the real blurry image dataset [1].
Figure 22. Visual comparison for the real blurry image dataset [1].
4. Comparisons on the video deblurring dataset [9]

![Comparison of deblurring results](image)

Figure 23. Visual comparison for the video deblurring dataset [9].
Figure 24. Visual comparison for the video deblurring dataset [9].
Figure 25. Visual comparison for the video deblurring dataset [9].
Figure 26. Visual comparison for the video deblurring dataset [9].
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