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Abstract

Loop fusion is one of the most effective and common techniques to increase the performance of programs with multiple loops. The code size of the fused loop after loop fusion legalization might be increased due to the generation of the extra prologue and epilogue. Code size should be considered and minimized for embedded system designs. In this paper, we develop the SelectLF technique, which is to select one of the possible dimensions to legalize loop fusion such that the resultant code size of the fused loop is minimized. We propose a theoretical foundation to determine which dimensions are possible to be retimed to legalize loop fusion for any \(J+K\) model loop with a J-level outer loop and multiple K-level inner loops. The experimental results show that the execution time of the fused loops by our SelectLF technique is reduced by 55.4\% on average compared to the original loops, and the code size of the fused loops is reduced by 7.8\% on average compared to the previously reported MaxLF algorithm.

Keywords: Loop Fusion, Retiming, Code Size

1 Introduction

Many embedded processors such as TMS320C6x DSP (Digital Signal Processing) processor, Philips TriMedia processor, etc., use VLIW (Very Long Instruction Word) architecture that have multiple functional units to satisfy the high performance requirements. Since loops are prevalent in multimedia processing, digital signal processing, etc., loop optimization techniques are needed such that we can fully exploit the multiple-functional-unit architecture to improve the performance. Loop fusion is one of the most effective and common techniques to increase the performance of programs by combining and transforming multiple loops into one loop. However, loop fusion is not always applicable because of the existence of conflict data dependences among loops. Although the previous techniques such as loop shifting or retiming can solve this problem, the code size of the fused loop by these techniques might be increased significantly because of the generation of the prologue and epilogue. For embedded systems, code size is an important factor because of tight memory constraint. Therefore, it becomes an important problem to develop an effective loop fusion technique with minimal code size.

A lot of research has been done in loop fusion to improve the instruction-level parallelism and enhance data locality [1, 3, 6, 8]. The above loop fusion techniques do not consider the resultant code size of a fused loop which is another critical concern for embedded system design [2, 9]. In [5], we proposed a loop fusion technique, the maximum loop fusion technique (MaxLF), that can maximize the opportunities of loop fusion with the consideration of the resultant code size. However, the MaxLF technique might not achieve the minimal code size since it always retimes the \((J + 1)\)-th dimension to legalize loop fusion for any \(J+K\) model loop with a J-level outer loop and multiple K-level inner loops. In this paper, we propose the SelectLF technique that can select one of the possible dimensions to legalize loop fusion such that the resultant code size of the fused loop is minimal. In the following, we show an example of loop fusion problem.

The code shown in Fig. 1(a) contains two sequential loops enclosed in one shared outermost loop. To improve the performance of this program, one of the solutions is to fuse all the loops. But these two loops cannot be fused directly. The computation of \(B[i, j, k]\) in the second loop requires the value of \(A[i, j, k + 1]\) in the first loop, while \(A[i, j, k + 1]\) has not been produced in \((i, j, k)\)-th iteration, if we directly merge the loops. This kind of data dependence is called fusion-preventing dependence. We use the loop dependence graph (LDG) and the graph transformation technique based on the retiming concept proposed in [5] to legalize loop fusion in this paper. For the loops shown in Fig. 1(a), we can retime one dimension, either the second or the third dimension to legalize loop fusion. By retiming loops \(L_1\) and \(L_2\), all the fusion-preventing dependences, can be eliminated. The MaxLF technique retimes the second dimension to legalise loop fusion, and the fused loop is shown in Fig. 1(b). We found that we can also retime the third dimension to legalise loop fusion, and the fused loop is shown in Fig. 1(c).

The code size of the fused loop by retiming the second dimension as shown in Fig. 1(b) is 14 instructions, and the code size of the fused loop by retiming the third dimension as shown in Fig. 1(c) is 12 instructions. The
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Figure 1: (a) The original 3-level loop with two inner loops. (b) The fused loop by retiming the second dimension. (c) The fused loop by retiming the third dimension.

execution times of the two fused loops by retiming the second dimension and by retiming the third dimension are about the same without considering the difference of the execution time for the prologue and epilogue. Compared to the original loop, it is reduced about 50%, assuming that any computation can be finished within one time unit, and there are 8 functional units. We propose the Select-LF technique to do the exclusive search to select one dimension to legalize loop fusion such that the code size of the fused loop is minimal. For the example shown in Fig. 1(a), our Select-LF technique selects to retime the third dimension to legalize loop fusion since it achieves a smaller code size.

In this paper, we first propose a theoretical foundation to determine which dimensions are possible to be retimed to legalize loop fusion for any “J+K” model loop. Then, we propose the Select-LF technique to select one dimension to legalize loop fusion such that the resultant code size of the fused loop is minimal. The experimental results show that the execution time of the fused loops by our Select-LF technique is reduced by 55.4% on average compared to the original loops, and the code size of the fused loops is reduced by 7.8% on average compared to the previously reported Max-LF algorithm.

The rest of this paper is organized as follows: We introduce the basic concepts and principles related to our technique in Section 2. In Section 3, we show that which dimensions are possible to be retimed to legalize loop fusion, and propose the Select-LF technique. Section 4 presents the experimental results. Section 5 concludes the paper.

2 Basic Concepts

In this section, we provide an overview of the basic concepts and principles related to our loop distribution technique.

2.1 Loop Dependence Graph

Loop dependence graph is a higher-level graph model compared to the data flow graph [5]. It is used to model the data dependencies between multiple loops. A multi-dimensional loop dependence graph (MLDG) $G = (V,E,\delta,\sigma)$ is a node-labeled and edge-weighted directed graph, where $V$ is a set of nodes representing the loops.

$E \subseteq V \times V$ is a set of edges representing data dependences between the loops. $\delta$ is a function from $E$ to $\mathbb{Z}^n$ representing the minimum data dependence vector between the computations of two loops. $\sigma$ is a function from $V$ to positive integers, representing the order of the execution sequence. All the comparisons between two loop dependence vectors are based on the lexicographic order in this paper. A $N$-dimensional vector $v$ is smaller than a $N$-dimensional vector $\bar{u}$ according to the lexicographic order if and only if $v_i = u_1, \ldots, v_{i-1} = u_{i-1}$ and $v_i < u_i$ for some integer $i \leq N$.

The loop dependence graph of the loop in Fig. 2(a) is shown in Fig. 2(b). There are three nodes $V = \{L1, L2, L3\}$ in the loop dependence graph which represent the three innermost loops in the program. The loop dependence edges are $E = \{e_1 : L1 \rightarrow L2, e_2 : L1 \rightarrow L3, e_3 : L2 \rightarrow L3, e_4 : L3 \rightarrow L2, e_5 : L3 \rightarrow L1\}$. The loop dependence vectors are $\{(0, -1), (0, 0)\}$ between nodes L1 and L2, $\{(0, -2), (0, -1)\}$ between nodes L1 and L3, $\{(0, 0)\}$ between nodes L2 and L3, $\{(1, 0)\}$ between nodes L3 and L2, and $\{(2, -1)\}$ between nodes L3 and L1. According to our MLDG definition, $\delta(e_1) = (0, -1)$, $\delta(e_2) = (0, -2)$, $\delta(e_3) = (0, 0)$, $\delta(e_4) = (1, 0)$, $\delta(e_5) = (2, -1)$.

In a loop dependence graph, a fusion-preventing dependence is represented by an edge $e$ with edge weight $\delta(e) < (0, 0, \ldots, 0)$. The fusion-preventing dependence edges for the LDG shown in Fig. 2(b) are $e_1$ and $e_2$.

2.2 Multi-Dimensional Retiming

Leiserson and Saxe [4] proposed the retiming technique. Passos et al. [7] developed the multi-dimensional retiming technique to optimize the multi-dimensional problems. Retiming redistributes delays, i.e., data dependence distances, in a graph to achieve the minimum cycle time. Note that the retiming technique preserves all the data dependences of the original LDG. In this paper, we develop a graph transformation technique to remove fusion-preventing dependences based on the multi-dimensional retiming technique.

For a multi-dimensional loop dependence graph $G$, a multi-dimensional retiming $\bar{f}$ is a function from $V$ to $\mathbb{Z}^n$. The retiming value $\bar{f}(u)$ represents how many delays are added into the edges $u \rightarrow v$ and subtracted from the edges.
In the “J+K” model, when \( J \geq 1 \), several \( K \)-level loops are enclosed inside the shared \( J \)-level outer loop. There may exist some loop-carried data dependences in this case, which may cause a dependence cycle in the corresponding LDG. For a nested loop in “J+K” model (\( J \geq 1 \)) to be legally executed, each cycle in the LDG must contain at least one edge \( e \) representing an outer loop-carried dependence by definition, whose weight \( \delta(e) \) has positive value on the first \( J \) dimensions, i.e., \( (\delta_1(e), \delta_2(e), \ldots, \delta_J(e)) > (0, 0, \ldots, 0) \). Otherwise, if \( (\delta_1(e), \delta_2(e), \ldots, \delta_J(e)) \) is a negative value, i.e., \( (\delta_1(e), \delta_2(e), \ldots, \delta_J(e)) < (0, 0, \ldots, 0) \), a computation in the loop will depend on some values produced in a future iteration. Then, the loop becomes illegal. The property stated in Property 2.1 ensures the legality of “J+K” model loop and also provides an important condition for applying our legalizing fusion algorithms.

**Property 2.1 A Loop Dependence Graph** \( G = (V, E, \delta, \alpha) \) of a “J+K” model loop (where \( J \geq 1 \)) is a legal LDG if the value of the first \( J \) dimensions of an edge weight \( \delta(e) \) satisfies that:

\[
(\delta_1(e), \delta_2(e), \ldots, \delta_J(e)) \geq (0, 0, \ldots, 0), \quad \forall e \in E, \quad \text{and for any cycle } c = \{v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_n \rightarrow v_1\},
\]

the summation of the edge weight \( \delta(e) \) satisfies that:

\[
(\delta_1(e), \delta_2(e), \ldots, \delta_J(e)) > (0, 0, \ldots, 0), \quad \text{where } \delta_i(e) \text{ denotes the } i\text{-th element of the vector } \delta(e).
\]

### 3 Legalizing Loop Fusion with Minimal Code Size

In [5], we showed that we can always retimer \((J+1)\)-th dimension to localize loop fusion for a “J+K” loop, and we proposed the maximum loop fusion technique (Max-LF) to achieve the goal. In this section, we show that there are other possible dimensions we can retime so that the resultant code size can be reduced. We first show which dimensions are possible to be retimed to localize loop fusion. Then we propose the Select-LF technique to select one of the possible dimensions to localize loop fusion such that the code size of the fused loop is minimal.

#### 3.1 Possible Dimensions for Legalizing Loop Fusion

In this section, we provide a theorem to show which dimensions are possible to be retimed to localize loop fu-
sion. We first present some necessary definitions, and then propose the theorem.

Before we present the theorem for the legalizing loop fusion, we need to define the minimum preventing dimension (MinPrev) of an LDG. First, we define the preventing dimension (PrevDim) of an edge weight \( \delta(e) \).

If the edge weight \( \delta(e) \) of an edge \( e \) in the LDG of a \( J+K \) model loop satisfies that \((\delta_1(e), \delta_2(e), \ldots, \delta_{J+K}(e)) \geq (0,0, \ldots 0)\), then we define the preventing dimension \( \text{PrevDim} \) of the edge weight \( \delta(e) \) to be \( \text{PrevDim}(\delta(e)) = \infty \). Otherwise, if an edge \( e \) has a negative edge weight, i.e., \((\delta_1(e), \delta_2(e), \ldots, \delta_{J+K}(e)) < (0,0, \ldots 0)\), then we define the preventing dimension \( \text{PrevDim}(\delta(e)) = i \), such that \((\delta_1(e), \ldots, \delta_i(e)) = (0,0, \ldots 0)\), and \( \delta_i(e) < 0 \), i.e., \( \text{PrevDim}(\delta(e)) \) is the minimum dimension of the edge weight vector \( \delta(e) \) that gives a negative value. For example, for an edge \( e \) with negative edge weight \( \delta(e) = (0,-1,0) \), the first negative element is in the second dimension, so \( \text{PrevDim}(\delta(e)) = 2 \), and for an edge with positive edge weight \( \delta(e) = (0,1,0) \), \( \text{PrevDim}(\delta(e)) = \infty \).

Then, we define the minimum preventing dimension (MinPrev) of a LDG to be the minimum dimension to give the negative value by all the edge weights of the LDG, i.e., \( \text{MinPrev} = \min_i \{ \text{PrevDim}(\delta(e)) \} \), \forall e. From the definition, we can see that all the edges \( e \) with edge weight \( \delta(e) \geq (0,0, \ldots 0) \) must have \( \text{PrevDim}(\delta(e)) = \infty \). Only the preventing dependence edges \( e \) with \( \delta(e) < (0,0, \ldots 0) \) have the property that \( J+1 \leq \text{PrevDim}(\delta(e)) \leq J+K \) for any \( J+K \) model loop. The computed minimum preventing dimension (MinPrev) is the maximum dimension that we can retine to eliminate the preventing dependencies.

In the following, we show how to compute the preventing dimension (PrevDim) of the edge weights and the minimum preventing dimension (MinPrev) of the LDG shown in Fig. 3(a). For example, for edge \( e_1 : L1 \rightarrow L2 \), \( \delta(e_1) = (0,0,-1) \), the first negative element of the negative edge weight \( (0,0,0) \) is in the third dimension, so \( \text{PrevDim}(\delta(e_1)) = 3 \). For edge \( e_2 : L2 \rightarrow L3 \), \( \delta(e_2) = (0,0,3) \), \( 0,0,3 \) is a positive edge weight, so \( \text{PrevDim}(\delta(e_2)) = \infty \). We take the minimum value of all the PrevDim as the minimum preventing dimension, so \( \text{MinPrev} = 3 \).

Based on the loop properties, we propose that we can retine one of the possible dimensions from \( J+1 \)-th dimension to \( \text{MinPrev} \)-th dimension to legalize the loop fusion for a \( J+K \) model loop as stated in theorem 3.1.

### 3.2 The Select_LF Technique

According to theorem 3.1, we can retine one of the possible dimensions from \( J+1 \) to \( \text{MinPrev} \) to legalize loop fusion. We propose the Select_LF technique as shown in algorithm 3.1 to search and select one of the possible dimensions from \( J+1 \) to \( \text{MinPrev} \) to legalize loop fusion such that the resultant code size of the fused loop is minimal. When \( \text{MinPrev} = (J+1) \), then we can only retine the \( (J+1) \)-th dimension.

#### Algorithm 3.1 Selecting Dimension to Legalize Loop Fusion (Select_LF)

**Require:** A loop dependence graph \( G = (V,E,\delta,o) \)

**Ensure:** Dimension number \( \text{dim} \)

/* Compute the minimum preventing dimension */
** MinPrev = \min_i \{ \text{PrevDim}(\delta(e)) \} \), \forall e **

\( \text{dim} = J+1, \text{size} = \infty \)

for \( i = J+1 \) to \( \text{MinPrev} \) do

Compute the set of retining values \( R \) for dimension \( i \) to legalize loop fusion by the shortest path algorithm [5]

Compute the maximum retining value \( R_i \) for \( i \)-th dimension

Compute the code size \( C_i \) of the fused loop using the retining values for \( i \)-th dimension

if \( C_i < \text{size} \) then

\( \text{dim} \leftarrow i \)

end if

end for

return \( \text{dim} \)

In the algorithm 3.1, we computed the retining values using the shortest path algorithm for all the possible dimensions from \( (J+1) \)-th dimension to \( \text{MinPrev} \)-th dimension. Based on the retining values computed for each dimension, we compute the code size of the fused loop using the code-size calculation formula proposed in [5]. Then, we select the dimension to legalize loop fusion such that the code size of the fused loop is minimal.

For example, for the LDG shown in Fig 3(a), since \( J = 1 \), \( \text{MinPrev} = 3 \), we can retine either the second or the third dimension to legalize loop fusion according to theorem 3.1. The Max_LF technique retine the second dimension to legalize loop fusion. The constraint graph for computing the retining values for the second dimension is shown in Fig 3(b), and the normalized retining values computed by the shortest path algorithm for the second dimension are \( r(L1) = (0.3,0) \), \( r(L2) = (0.2,0) \), \( r(L3) = (0.2,0) \), \( r(L4) = (0.1,0) \), \( r(L5) = (0.1,0) \), \( r(L6) = (0,0,0) \). Let \( R_i \) be the maximum retining value for \( i \)-th dimension, i.e., \( R_i = \max \{ r_i(u) \} \). The maximum retining value for the second dimension is \( R_2 = 3 \). Similarly, the constraint graph for computing the retining values for the third dimension is shown in Fig 3(d). And the normalized retining values for the third dimension are \( r(L1) = (0.2,0) \), \( r(L2) = (0,0,0) \), \( r(L3) = (0,0,0) \), \( r(L4) = (0,0,0) \), \( r(L5) = (0,0,0) \), \( r(L6) = (0,0,0) \). The maximum retining value for the third dimension is \( R_3 = 2 \). The maximum retining value for the third dimension is less than...
the maximum retiming value for the second dimension, i.e., $R_3 < R_2$. Also the code size of the fused loop by retiming the third dimension is less than the code size of the fused loop by retiming the second dimension.

The SelectLF technique as shown in algorithm 3.1 does the exclusive search to select one dimension to legalize loop fusion such that the resultant code size of the fused loop is minimal. For the example LDG shown in Fig. 3(a), the dimension selected by the algorithm 3.1 will be 3, since the code size of the fused loop by retiming the third dimension is less than the code size of the fused loop by retiming the second dimension. Compared to the number of the loop units, the dimension of the edge weight is a small number. So our algorithm is polynomial time with respect to the number of the loop units (the number of the nodes in the LDG).

4 Experiments

This section presents the experimental results of our technique. We simulate a DSP processor with eight functional units and compare the code size of the original loop and the fused loop by the MaxLF technique and the SelectLF technique. We also compare the code sizes of the fused loop by the MaxLF technique and the SelectLF technique. The standard list scheduling algorithm is used in our experiments. All the loop dependence graphs used in our experiments have fusion-preventing dependences and some of them are cyclic. In our experiments, all the experimental cases are from the 3-level nested loops. CASE1, CASE2, CASE3, CASE4 and CASE5 refer to the LDGs presented in Fig. 5(a), Fig. 9(a), Fig. 12(a), Fig. 12(b) and Fig. 12(c) in paper [5]. CASE6 refers to the LDG shown in Fig. 3(a). The nodes of an LDG are obtained from the DSP benchmarks.

The experimental results are provided in Table 1 and Table 2. Table 1 compares the execution time of the original loop and the fused loop by the MaxLF technique and the SelectLF technique when there are 8 Functional Units. The Column "Original" contains one field: the execution time of the original loop (Time). The Column "MaxLF" contains two fields: the execution time of the fused loop by the MaxLF technique (Time), and the improvement of the execution time of the fused loop by the MaxLF technique compared to the original loop (Time Improvement). The Column "SelectLF" contains two fields: the execution time of the fused loop by the SelectLF technique (Time), and the improvement of the execution time of the fused loop by the SelectLF technique compared to the original loop (Time Improvement). The execution time is defined to be the schedule length times the total iterations. The schedule length is the number of time units to finish one iteration of the loop body. For the sequentially executed loops, the execution time is the sum of the execution time of each individual loop. In Table 1, $W$ represents the total numbers of the iterations, and $W = N \times M \times S$. Here, $N$ is the total numbers of the iterations for the outermost loop, $M$ is the total numbers of the iterations for the second-level loop, and $S$ is the total numbers of the iterations for the innermost loop. From Table 1, we can see that the fused loop by the MaxLF technique achieves the same timing performance with the fused loop by the SelectLF technique since both of these two techniques fully exploit the instruction-level parallelism.

Table 2 compares the code sizes of the fused loop by the MaxLF technique and our SelectLF technique. The Column "MaxLF" contains two fields: the dimension retimed by the MaxLF technique to legalize loop fusion (Dim-Selected), the code size of the fused loop by the MaxLF technique (Size). The Column "SelectLF" contains three fields: the dimension selected by the algorithm 3.1 to legalize loop fusion (Dim-Selected), the code size of the fused loop by the SelectLF technique (Size), and the improvement of the code size of the fused loop by the SelectLF technique compared to the fused loop by the MaxLF technique (Size Improvement). For CASE1, CASE3 and CASE4, CASE5, both the MaxLF technique and the SelectLF technique retime the same dimension to legalize loop fusion. Our SelectLF technique has no choice and retimes the $(J+1)$-th dimension to legalize loop fusion since $Min\_Prev = J + 1$. This is why the code sizes of the fused
<table>
<thead>
<tr>
<th>Program</th>
<th>Original</th>
<th>Max ( \text{LF} )</th>
<th>Select ( \text{LF} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Time</td>
<td>Time Impro.</td>
</tr>
<tr>
<td>CASE1</td>
<td>11.8W</td>
<td>7.8W</td>
<td>45.4%</td>
</tr>
<tr>
<td>CASE2</td>
<td>24.8W</td>
<td>9.8W</td>
<td>62.5%</td>
</tr>
<tr>
<td>CASE3</td>
<td>33.8W</td>
<td>12.8W</td>
<td>64.7%</td>
</tr>
<tr>
<td>CASE4</td>
<td>15.8W</td>
<td>7.8W</td>
<td>55.3%</td>
</tr>
<tr>
<td>CASE5</td>
<td>28.8W</td>
<td>9.8W</td>
<td>67.9%</td>
</tr>
<tr>
<td>CASE6</td>
<td>39.8W</td>
<td>24.8W</td>
<td>38.4%</td>
</tr>
<tr>
<td>Improvement</td>
<td>-</td>
<td>-</td>
<td>55.4%</td>
</tr>
</tbody>
</table>

Table 1: The execution time of the original loop and the fused loops by the Max \( \text{LF} \) technique and the Select \( \text{LF} \) technique.

<table>
<thead>
<tr>
<th>Program</th>
<th>Max ( \text{LF} ) Dim-Retimed</th>
<th>Size</th>
<th>Select ( \text{LF} ) Dim-Selected</th>
<th>Size</th>
<th>Size Impro.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASE1</td>
<td>2</td>
<td>100</td>
<td>2</td>
<td>100</td>
<td>0%</td>
</tr>
<tr>
<td>CASE2</td>
<td>2</td>
<td>154</td>
<td>3</td>
<td>194</td>
<td>25.9%</td>
</tr>
<tr>
<td>CASE3</td>
<td>2</td>
<td>108</td>
<td>2</td>
<td>108</td>
<td>0%</td>
</tr>
<tr>
<td>CASE4</td>
<td>20</td>
<td>166</td>
<td>3</td>
<td>240</td>
<td>0%</td>
</tr>
<tr>
<td>CASE5</td>
<td>3</td>
<td>194</td>
<td>3</td>
<td>234</td>
<td>20.6%</td>
</tr>
<tr>
<td>CASE6</td>
<td>2</td>
<td>194</td>
<td>3</td>
<td>234</td>
<td>20.6%</td>
</tr>
<tr>
<td>Improvement</td>
<td>-</td>
<td>-</td>
<td>7.8%</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The code sizes of the fused loop by the Max \( \text{LF} \) technique and the Select \( \text{LF} \) technique.

Loop by our Select \( \text{LF} \) technique have no improvement compared to the code sizes of the fused loop by the Max \( \text{LF} \) technique for these test cases. For CASE2 and CASE6, the Max \( \text{LF} \) technique retimes the second dimension to legalize loop fusion, and the Select \( \text{LF} \) selects the third dimension to legalize loop fusion. When the Select \( \text{LF} \) technique selects a different dimension to legalize loop fusion, it achieves a smaller code size. For example, for CASE6, the Max \( \text{LF} \) technique retimes the second dimension to legalize loop fusion, but our Select \( \text{LF} \) technique selects the third dimension to legalize loop fusion. The code size of the fused loop by our Select \( \text{LF} \) technique is 194, while the code size of the fused loop by the Max \( \text{LF} \) technique is 234. The experimental results show that the execution time of the fused loops by our Select \( \text{LF} \) technique is reduced 55.4% on average compared to the original loop. The code size of the fused loop by the Select \( \text{LF} \) technique is reduced 7.8% on average compared to the code size of the fused loop by the Max \( \text{LF} \) technique.

5 Conclusion

The maximum loop fusion technique (Max \( \text{LF} \)) proposed in [5] can maximize the opportunities of loop fusion, but it cannot always achieve the minimal code size of the fused loop. In this paper, we further developed the Select \( \text{LF} \) technique to select one dimension to legalize loop fusion such that the resultant code size of the fused loop is minimal. The experiments showed that the improved loop fusion technique proposed in this paper can achieve the same timing performance with the Max \( \text{LF} \) technique, and the code size of the fused loop is smaller.
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