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Abstract

Meeting scheduling is a routine task that needs to be performed quite regularly and frequently within any organization. Unfortunately, this task can be quite tedious and time-consuming, potentially requiring a several rounds of negotiations among many people on the meeting date, time and place before a meeting can finally be confirmed. The objective of our research is to create an agent-based environment within which meeting scheduling can be performed and optimized. For meeting scheduling, we define optimality as the solution that has the highest average preference level among all the possible choices. Our model tries to mimic real life in that an individual’s preferences are not made public. Without complete information, traditional optimal algorithms, such as A* will not work. In this paper, we present a novel “preference estimation” technique that allows us to find optimal solutions to negotiations problems without needing to know the exact preference models of all the meeting participants beforehand. Instead, their preferences are “estimated” and built on the fly based on observations of their responses during negotiation. Another unique contribution is the use of “preference rules” that allow preferences to change dynamically as scheduling decisions are made. This mimics changing preferences as schedule gets filled. This paper uses two negotiation algorithms to compare the effect of “preference estimation”—one that is based on negotiation through relaxation and the other that extends this with preference estimations. Simulations were then performed to compare these algorithms.
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1. Introduction

Meeting scheduling is a common task for organizations of any size. In simple terms, it involves searching for a time and place when and where all the meeting participants are free and available. There may be global (organizational) and local (individual) constraints and preferences on the time and/or location (Yang, 1995). If information was complete, i.e. all the global and local constraints and preferences are known to everyone in the organization, then this can be solved using traditional search algorithms or modeled as a constraint-satisfaction problem (CSP). With complete knowledge, parallel approaches such as artificial neural network (ANN) can also be applied to solving meeting scheduling (Tsuchiya et al., 1996). However, in reality, personal constraints and preferences and even the personal calendar, or part of it, might be hidden from others for privacy. For example, when asked, one might say: “I prefer to have meeting Wednesday or Thursday morning,” but is not expected to divulge great details of all the reasons behind this suggestion.

The main focus of our research is in designing an optimizing algorithm that can perform distributed scheduling without complete knowledge of the individual preference models. This is done through a technique we call “preference estimation,” which is similar to the concept of “underestimation” in search evaluation functions combined with dynamic programming.

Our agent-based negotiation algorithm works within an environment we call Mobile Agents for Office Automation (MAFOA (Wong et al., 2000)). The scheduling of a person’s calendar is performed by negotiations between software agents (Danny and Mitsuru, 1998; Lange and Chang, 1996), called Secretary Agents (SA), on behalf of the individuals. Each SA
represents one person and has access to that person’s calendar, preferences and constraints. This information is hidden from all other agents. By insulating the negotiation process from details of the user model, we enable our negotiation algorithm to work in heterogeneous environments where agents might be built from different agent technologies with different user models and preference strategies. Negotiation in a heterogeneous environment is enabled through a well-defined negotiation protocols and representation standards, such as FIPA’s Interaction Protocols (2000) or IETF’s iCalendar specification (Dawson and Stenerson, 1998). After a meeting is scheduled, the SA readjusts preferences to lesser-preferred slots. A meeting timeslot starts out with everyone putting forward their most preferred timeslot and gradually relaxing their preferences to lesser-preferred slots. A Meeting Agent (MA) manages the whole negotiation process. There is one MA per meeting to be scheduled. This simulates real life where there is always a person in charge of scheduling a meeting. The MA is also the agent that performs preference estimation. Using the result of preference estimation, an MA guides the negotiation to produce an optimal solution.

Our negotiation protocol mimics a relaxation process. The process of proposing and counter proposing a meeting timeslot starts out with everyone putting forward their most preferred timeslot and gradually relaxing their preferences to lesser-preferred slots. A Meeting Agent (MA) manages the whole negotiation process. There is one MA per meeting to be scheduled. This simulates real life where there is always a person in charge of scheduling a meeting. The MA is also the agent that performs preference estimation. Using the result of preference estimation, an MA guides the negotiation to produce an optimal solution. An MA remains active even after the meeting is scheduled to monitor events that might affect the meeting and is deactivated only after the meeting is finally held.

2. State of the art

Our research is related to algorithms for distributed scheduling and agent-based negotiation. Meeting scheduling involves a search through a search space of time intervals constrained by the availability of the participants. In our algorithms, we perform this search as a negotiation process among software agents that act on behalf of the meeting participants. The scheduling in our research is fully automated; scheduling responsibilities are fully delegated to the software agents. Other researchers (Biswas et al., 1992) have investigated distributed meeting scheduling as a computer-assisted process where humans perform negotiation via the computer.

The science and techniques of negotiation have been widely studied in business (Albrecht and Albrecht, 1993) and economics. Research has been performed on different negotiation strategies, communication techniques, models of negotiation, and multiparty negotiations, such as those with mediators or coordinators.

In recent years, automated negotiation has drawn the attention of researchers in computer science and artificial intelligence. This is due partly to commercial interests in using negotiation techniques in the Internet for e-commerce purposes, such as to mimic the role of a salesperson in negotiating a price. Negotiation techniques can also be used for shared resource allocation, data allocation (Schwartz and Kraus, 1997), auctioning, and retail electronic commerce (Guttman and Maes, 1998a). Different negotiation mechanisms (Guttman and Maes, 1998b; Park and Birmingham, 1995) and strategies have been studied.

Defining precisely what negotiation is can be difficult as indicated by Guttman and Maes (1998a). Huhns and Stephens (1999) define agent negotiation as: “Negotiation is a process by which a joint decision is reached by two or more agents, each trying to reach an individual goal or objective. The agents first communicate their positions, which might conflict, and then try to move towards agreement by making concessions or searching for alternatives.”

Sen and Durfee (1998, 1996, 1994a) performed a formal study on distributed meeting scheduling (Sen, 1997) and studied the usefulness of different heuristic negotiation strategies to solve distributed meeting scheduling. They have identified different forms of conflicts and commitment strategies that can affect the efficiency of a meeting scheduling system conflict between concurrently active scheduling processes. Sen et al. (1997) presented a user preference mechanism based on a voting scheme. They acknowledge that user preference is important and model preferences as elections between different alternative proposals. Our work is different as we generate alternatives dynamically based on preference estimations that drive the negotiation process to converge towards an optimal result.

Other researchers, such as Sycara et al. also presented a model of distributed negotiation for meeting scheduling. In their approaches, global search is directed by a coordination mechanism, which dynamically passes search control to different agents according to a set of policies. The model gives each one of the participants the flexibility to object if a proposed schedule has low utility for the attendee. User preference is also used in Liu and Sycara (1994) and Garrido and Sycara (1996), each agent specifies a set of meeting preferences for attributes of the meeting, such as date, start-time and length. To maximize individual’s meeting preferences, their algorithms schedule the meeting in a calendar interval with attributes closest to its user meeting preferences. In the case of Liu and Sycara (1994) and Garrido and Sycara (1996), it is assumed that the values closest to the preferred one are better. In Liu and Sycara (1994), agents exchange meeting scheduling constraints to create a global model of the problem. In our approach, agents do not have a global model of the problem. They only have knowledge of their own constraints, which seems more realistic. In our system, the meeting coordinator constructs an estimated global
model based responses received from interactions between agents, i.e., preference estimation. The actual personal models remain hidden. Although Garrido and Sycara (1996) also keep their preferences private, unlike our approach where there is a centralized meeting coordinator, their meeting scheduling is totally distributed and relies on sharing of partial calendars. Our research tries to mimic real life interactions where there is always one person in charge of scheduling the meeting; otherwise the meeting might not get scheduled at all!

3. Meeting-scheduling problem

The meeting-scheduling problem is a type of negotiation problem. In MAFOA, a negotiation problem is associated with a set of fixed and variable attributes. The initiator of the meeting determines which attributes are fixed and which are variable. Those that are variable will be negotiated. For example, a person calling a meeting might tell his assistant: “I would like to hold a project meeting sometime next week, preferably next Wed afternoon, with Tom, Nancy, ...” In this example, the type of meeting, desired time period when the meeting is to be held, and the attendees are fixed attributes, while the day and time are variable attributes.

The following are examples of meeting attributes:

- **Initiator**: The host or initiator of the meeting. A person might consider a meeting called by his/her immediate supervisor to be more important than the others, for example.
- **Rank**: The rank or position of the person calling the meeting. Values can be any rank or position within the organization, such as: CEO, CFO, CTO, VP R&D, VP Sales, etc.
- **Attendees**: The participants or invitees, a list of people that need to attend the meeting. This list may be further classified according to priorities of the attendees, such as those that “must,” “should,” or “can” attend the meeting. All those that “must attend,” must be all available before the meeting can be confirmed, otherwise it will be cancelled. “Should attend” are the normal participants of the meeting. “Can attend” are casual observers; their availability will not affect the meeting schedule.
- **Type**: The type of meeting. For example, values might include: general, departmental, group, strategic, inter-departmental, technical, marketing, sales, project, interview, etc. This value can be used to determine the priority of the meeting during scheduling. Higher-priority meetings might be scheduled earlier or might even take over timeslots from previously scheduled lower priority meetings, i.e., unschedule a meeting, which might get automatically rescheduled by the Meeting Agent that is looking after that meeting. Unscheduling is performed using conflict resolution.
- **Period**: The time period that the meeting should be held, such as “within the coming 2 weeks,” “within this week,” “within Friday,” etc. The exact date and time is represented by other attributes.
- **Duration**: The length of the meeting. Values may be a number of hours or minutes.
- **Part-of-day**: The part of the day that the meeting will be held. For example, values may be from: breakfast, morning, lunch, afternoon, dinner or evening. This is a coarser grain classification than hours and seems to be more nature in defining time preferences.
- **Day-of-the-week**: Day-of-the-week that the meeting will be held, such as Monday, Tuesday, etc.

3.1. Initiating a meeting

When a person initiates a meeting, he sets up the negotiation problem by deciding which attributes are fixed and which are to be negotiated. For variable attributes, the initiator might decide to further limit the domain of possible values, such as “length” in our example. The initiator constrained the length to be sometime between 2 and 4h. The exact length of the meeting will still need to be negotiated.

This negotiation problem is then handed to that person’s SA, who already has the user’s preference model. For each new meeting to be scheduled, the SA instantiates a new MA to coordinate the overall negotiation process. The MA also makes negotiation decisions on behalf of the person initiating the meeting.

Negotiation is performed using a negotiation protocol that defines the interactions between agents and also the rules and assumptions of the negotiation process (FIPA Interaction Protocol Library Specification, 2000). Our negotiation protocol is a form of multistage negotiation protocol (Conry et al., 1998) and is a type of contract net protocol (Sen and Durfee, 1996; Smith, 1980). Similar protocols are also used in Sen and Durfee (1998, 1996, 1994a), Sen et al. (1997) and Jennings and Jackson (1995). The content of the negotiation messages can be in a standard knowledge representation, such as KQML (Finin et al., 1997). Fig. 1 outlines a typical sequence of messages involved in MAFOA negotiation:

The following are some of the key messages used in MAFOA negotiation:

- **Announce event**: Details of an event are broadcasted or multicasted asynchronously to all the potential participants of the event. This includes the fixed and variable attributes of the event. Sent along with the announcement is an optional proposal, i.e., set of proposed values for the variable attributes of the event. For example, in meeting scheduling, an event
announcement might be: “Tom would like to hold a departmental meeting next week, preferably next Monday morning.”

- **Counter propose:** Once a SA receives a proposal, it will need to give a reply that indicates whether the proposal is acceptable or not and optionally whether it has a counter proposal. For example, a reply might be: “I can make it next Monday morning, but would prefer the afternoon instead.” In MAFOA, we assume that all agents are “cooperative” and will reply truthfully on whether a proposal is “acceptable” or not even if the preference level is low. For meeting scheduling, a proposal is “not acceptable” only when a person has a prior committed event that overlaps with the proposed timeslot. We also assume that an agent will always counter propose with its “best” alternative first, which is of course quite logical. Furthermore, we also assume that an SA will not counter propose if the original proposal is already “good enough,” i.e., the preference level of the counter proposal must be higher than that of the original proposal. It does not make sense to counter propose with a worse alternative.

- **Announce proposal:** If after processing all the replies and not finding a feasible solution, an MA will generate another proposal that is announced to all the potential participants of the event. For example, “Not everyone can make it next Monday morning, how about Tuesday afternoon instead?” We assume that each new proposal will be slightly worse if not equal in preference level than the previous, from the meeting initiator’s point of view.

- **Announce confirmation:** Once a feasible solution has been found, this solution will be announced to all those involved in the event.

4. **User preference model**

A unique contribution of our research is our formalization of a user preference model that supports optimal negotiation. Studies (Higa et al., 1996) show that fully automated meeting scheduling would only be useful if human factors, such as politics, personal preferences, power structure, etc. are encoded and used by the automated system. Each person has his/her own unique set of personal and business priorities, preferences and constraints. All these come into play during negotiation. In order for us to delegate negotiation to a software agent, it must also understand and be able to make use of the unique preferences of an individual. Our user preference model tries to encapsulate knowledge on different types of personal preferences and how they might change according to changes in the environment. The user preference model is used to influence the behavior of the software agent during negotiation.

In MAFOA, a negotiation problem is defined by a finite set of \( m \) fixed attributes \( f_1, f_2, \ldots, f_m \), whose values will not change during negotiation, and a finite set of \( n \) variable attributes \( v_1, v_2, \ldots, v_n \), whose values will be negotiated. In addition, each variable attribute \( v_i \) is associated with a domain \( d_i \) that defines a finite set of possible values \( x_1, x_2, \ldots, x_k \), which that variable attribute may be assigned. The value of “time” might be “9 a.m.”, “10 a.m.”, etc. The user preference model allows users to define priorities on variable attributes and preferences on their potential values as well as rules on how these priorities and preferences may change due to changes in the environment or decisions that were made. A negotiation “decision” or solution is defined as a set of assignments of value to variable attributes.

Our user preference model associates priorities, preferences and rules with negotiable variable attributes. Each person may have his/her own set of priorities, preferences and rules, which an agent uses during negotiation to evaluate whether a proposal is acceptable or not and what counter proposals to make. This evaluation results in a preference level for each proposal and counter proposal. The following sections provide detail definitions of priorities, preferences, rules, and preference levels. This preference model is stored in and accessible only by a person’s Secretary Agent.

4.1. **Attribute priority**

The importance of a negotiable attribute might be different for different people. For example, the “location” of a meeting might be more important than the “time” to a particular person. The attribute priority \( \text{ap} \) of a variable attribute \( v_i \) defines its degree of importance. It is a number between 0 and \( \text{AP}_{\text{max}} \), where \( \text{AP}_{\text{max}} \) is a global constant. The importance of a particular variable attribute to a particular person is proportional to the
value of the attribute priority. For example, if the meeting “location” is important to John, then the priority for “location” will be higher than all other attributes of that meeting. Attribute priorities will affect how an agent negotiates and hence influence the outcome of the negotiation process.

To ensure that priorities are used fairly among all the negotiating agents, we normalize the attribute priorities for a given agent such that their total sum must be equal to a fixed global constant $AP_{\text{total}}$.

$$\sum_{x=1}^{n} ap_x = AP_{\text{total}},$$  \hspace{1cm} (1)

where $n$ is the total number of variable attributes in the given negotiation problem.

In other words, each agent has the same total number of priority points to use, as it likes, to influence the negotiation, i.e., $AP_{\text{total}}$. This total value will never change and is the same for all the negotiating agents. If a priority is adjusted for an agent, all the priorities of that agent will be affected and normalized back to the same total value. For example, if the user adjusts priorities $ap_1$ to new values $ap'_1$ with a new total value of $AP'_{\text{new}} \neq AP_{\text{total}}$, then the new normalized priority will be as follows:

$$ap_x = \left( \frac{ap'_x}{AP'_{\text{new}}} \right) AP_{\text{total}}, \text{ where } AP'_{\text{new}} = \sum_{x=1}^{n} ap'_x. \hspace{1cm} (2)$$

By default, all variable attributes are considered equally important and hence have the same initial priority value

$$ap_x = AP_{\text{total}}/n. \hspace{1cm} (3)$$

4.2. Preference value

A person might consider certain attributes, such as “location,” to be more important than others during negotiation. Likewise, he might prefer certain values of these attributes over others, such as preferring location to be in “boardroom” rather than “demo room.” We call the amount of preference for a particular value the preference value.

For each person, each variable attribute $v_j$ and each potential domain value $x_i$, there is an associated preference value $pv_{j}$. The value of $pv_j$ indicates the preference on having $v_j$ be assigned the value $x_i$. The degree of “preference” is proportional to the value of $pv_j$. The value of $pv_j$ may be a number between 0 and $PV_{\text{max}}$, where $PV_{\text{max}}$ is a global constant.

For example, the “time” of the meeting may be a variable to be negotiated. A particular user may prefer having the meeting during “lunch.” Hence the preference value for “lunch” will be higher than the preference value for any other potential values, such as “morning” or “afternoon.”

Furthermore, as a way to ensure that the preferences are not abused or overused by an agent and to give each agent a fair chance in negotiation, we normalize the preference values, such that the preference values $pv_1, pv_2, \ldots, pv_k$, of a variable attribute $v_i$ with domain values $x_1, x_2, \ldots, x_k$ must add up to a fixed global constant $PV_{\text{total}}$.

$$\sum_{x=1}^{k} pv_x = PV_{\text{total}},$$  \hspace{1cm} (4)

where $k$ is the total number of domain values for a particular variable attribute.

Initially, by default, there is no special preference on any particular value to be assigned to a variable attribute. Each potential domain value will be treated equally. Hence, all preference values $pv_x$ of that variable attribute $v_i$ will have equal value and be set to

$$pv_x = PV_{\text{total}}/k, \hspace{1cm} (5)$$

where $k$ is the total number of values in domain $d_i$.

4.3. Preference rules

Preference rules is a unique feature of our user preference model that is not found in previous models. In addition to attribute priorities and preference values, each user may also have a finite set of $j$ preference rules $r_1, r_2, \ldots, r_j$, that defines how these priorities and preferences may change as variable attributes are negotiated and assigned values. Each preference rule $r_x$ defines a finite set of conditions that, when all the conditions are satisfied, trigger actions that cause priorities and preferences to be adjusted.

$$r_x : \text{if } (c_1, c_2, \ldots, c_j) \text{ then } (a_1, a_2, \ldots, a_k).$$

In MAFOA, rule conditions $c_1, c_2, \ldots, c_j$ are defined as a pattern of values on fixed attributes, variable attributes or global attributes (attributes that are shared by all agents). Each $c_x$ defines a pattern that will be matched against scheduled events. For example, a rule might be “If there is already a meeting on Monday morning, then I don’t want any other meetings in the afternoon.” The condition of “meeting on Monday morning” defines a pattern that will be matched against all scheduled events.

The rule consequence consists of a finite set of actions $a_1, a_2, \ldots, a_k$ to be performed on priorities and preferences once the rule conditions are satisfied. In MAFOA, we have defined four possible actions on attribute priorities:

- incAP($a$): To increment the attribute priority $ap_a$ of a given variable attribute $v_a$ by a given amount $\delta$. All the attribute priorities of the given agent will then be normalized back to the constant sum of $AP_{\text{total}}$ using Eq. (2).
- \text{decAP}(): To decrement the attribute priority \( ap_i \) of a given variable attribute \( v_j \) by a given amount \( \text{delta} \) and then perform normalization.
- \text{max AP}(): To assign the maximum possible attribute priority \( ap_i = AP_{\text{max}} \) to the given variable attribute \( v_j \); all other priorities of this agent will be set to zero for normalization.
- \text{min AP}(): To assign an attribute priority \( ap_i = 0 \) to the given variable attribute \( v_j \) and then perform normalization.

There are another four related actions that can be performed on preference values:

- \text{incPV}(): To increment the preference value \( pv_i \) of a given value \( x_i \) of a particular variable attribute \( v_j \) by a given amount \( \text{delta} \). All the preference values associated with \( v_j \) will then be normalized back to the constant sum of \( PV_{\text{total}} \).
- \text{decPV}(): To decrement the preference value \( pv_i \) of a given value \( x_i \) of a particular variable attribute \( v_j \) by a given amount \( \text{delta} \) and then perform normalization.
- \text{max PV}(): To assign the maximum possible preference value \( pv_i = PV_{\text{max}} \) to the given value \( x_i \) of a particular variable attribute \( v_j \); all other preference values of this variable attribute will be set to zero for normalization.
- \text{min PV}(): To assign a preference value \( pv_i = 0 \) to the given value \( x_i \) of a particular variable attribute \( v_j \) and then perform normalization.

Our preference rule technique makes our user preference model more realistic when compared with previous models, which are all static. Our model is dynamic and automatically changes and adopts itself with the current environment. Although the model is dynamic, preference rules are checked and fired only after each scheduling decision. They are not fired during the dynamic negotiation process—as nothing in the schedule has changed to cause their preferences to change. For example, if a meeting has just been scheduled for Friday afternoon, this will impact the preference for scheduling another meeting in the same morning. Therefore, the preference rules will not impact the optimality of the solution, as the preference values will remain constant until a decision point is reached.

4.4. Preference levels

In MAFOA, a potential solution to a negotiation problem is defined as a tuple from \( d_1 \times d_2 \times \ldots \times d_n \) such that the \( n \) assignments of values to the problem’s variable attributes is to the “satisfaction” of all the negotiating agents, i.e., a compromise is found. During the negotiation process, each negotiating agent will need to evaluate how “satisfied” it might or might not be with the proposed compromise/solution. In MAFOA, each proposed solution is called a proposal when offered by the initiating agent, i.e., the agent that initiated the problem to be negotiated, and a counter proposal when offered by any other agent involved in the negotiation.

For example, a proposal/counter proposal \( P_x \) might be the tuple \((V_1, V_2, \ldots V_n)\) where each \( V_j \) is a constant value from the domain \( d_j \) of variable attribute \( v_j \). If we need to negotiate the “day” and “time” of a meeting, a potential proposal might be the tuple (“Tue”, “9 a.m.”).

In MAFOA, the result of evaluating how satisfied an agent is with a proposal or counter proposal is called the preference level of that proposal. Different agents might of course potentially have a different preference level for the same proposal. For agent \( i \), for a negotiation problem with \( n \) variable attributes, the preference level \( pl_i \) for a particular proposal/counter proposal \( P_x \) is defined as

\[
pl_i(P_x) = \sum_{j=1}^{n} ap_j pv_{jk},
\]

where \( pv_{jk} \) is the preference value for the assignment of value \( V_k \) to the variable attribute \( v_j \) and \( ap_j \) is the attribute priority.

A proposal/counter proposal with a higher preference level means it is more preferred.

4.5. Defining priorities and preferences

In MAFOA, a person defines and modifies his/her user preference model via a simple interface, such as that shown in Fig. 2. Pino and Mora (1997) and Pino et al. (1998) offers a different form of graphic user interfaces based on rules and timeslots to define meeting preferences, which they call lateral model. In their case, a human meeting coordinator uses the preference information. In MAFOA, only an individual’s Secretary Agent uses the user preference model.
In MAFOA, for each attribute, the user can assign a priority. For each potential attribute value, the user can assign a preference. The details of the mathematics involved are hidden from the user. Once he confirms his preferences, the system automatically normalizes all the values according to normalization rules defined above. Luo et al. (2000) takes an alternative approach and use fuzzy constraints to model preferences. However, fuzzy preferences must be defined for individual timeslots. In our model, preferences can be defined much more easily and is adequate for the purpose of determining a preference level for a proposal.

5. Agent structure

For meeting scheduling, MAFOA uses the services of two types of software agents—MA and SA. There is one MA per meeting and there is one SA per user.

5.1. Secretary agent

An SA, like its human counterpart, knows a person’s individual calendar or schedule, possibly both business and personal, as well as that person’s preferences. This schedule is stored in a “Schedule” data structure that is basically a timetable of events that a person is committed to participating and events that a person is interested in and might consider participating if time permits, and general broadcasted events. A person’s preferences are stored using the “User Preference Model” we have defined earlier that consists of priorities, preferences and rules.

Given a person’s schedule and preferences, we will then be able to determine when a person is free and what his preferences are in using those free timeslots for a particular event, such as a meeting. For each announced event that the user is invited to participate, the SA will create a sorted “preference vector” (PV) (see Fig. 3) to store pre-computed preferences to be used during negotiation in evaluating proposals and in generating counter proposals.

5.2. Preference vector

The preference vector is a sorted vector of a person’s preferences on different alternative proposals for an announced event, such as a meeting. The vector is sorted according to the value of the preference level of a proposed alternative. The preference level is computed based on Eq. (5), which was explained earlier in the paper. For example, if we have a simplified meeting event with only two attributes—day-of-the-week and part-of-the-day, then “Mon at noon,” “Tue in the morning,” “Fri afternoon,” etc. would be valid alternatives or proposals. The preference level for these proposals will be different for different people and will depend on parameters stored in the user preference model. For meeting scheduling, only proposals that the user is willing to commit to are included, i.e., only proposals for time periods when the user is free will be included.

The PV contains a “current” pointer (Fig. 4) that points to the current counter proposal that has been offered by this SA to a MA. An SA will start off by offering what it considers to be the “best” counter proposal for its user, i.e., the counter proposal with the highest preference level, and gradually move down the vector. The difference between the final committed proposal and the best represents the “compromise” that this SA has made.

5.3. Meeting agent

The role of an MA is to coordinate the scheduling of an individual meeting event, to track global events that might affect that meeting schedule and decommissioning itself when the meeting is finally held. An MA also represents the interest of the user that initiated the meeting when negotiation with other agents. An SA creates an MA when the user initiates a meeting. The SA also passes along the PV to the MA. Only an SA can generate a PV, since the user preference model is only accessible by the SA.

The MA uses the PV to generate proposals that is offered to each SA involved in the meeting. In return, each SA can firstly accept or refuse the proposal, and
secondly offer a counter proposal from its our PV. These proposals and counter proposals are all stored and tallied in a “Proposal Table” data structure (Fig. 5) that allows a MA to make negotiation decisions.

A “timeslot” in the proposal table is a combination of “start time” and “duration,” as there may be proposals with different durations as well as start times. There is a marker or token (see Fig. 5) when a timeslot has been proposed. If a participating SA accepts this timeslot, another token will be added. For each set of proposals announced by the MA, the SA can optionally offer a set of counter proposals. These counter proposals are also represented by tokens and stored in their respective timeslots. If any SA rejects a proposal, that timeslot will be marked as infeasible and will not be considered anymore, for example timeslot T4 in Fig. 5. A solution is found when there is a timeslot where the total number of tokens equals the number of participants.

The purpose of the proposal table is to provide additional information to an MA to help it make decisions on negotiation strategies. For example, it may decide to go for a quick solution by offering proposals with high “mass appeal,” i.e., those timeslots with high number of tokens, such as timeslot T2 in Fig. 6. Or, it may decide to go for a high quality solution (from the meeting initiator’s point of view) by continuing to propose from its PV.

6. The negotiation algorithms

A unique contribution of our research is the use of preference estimations that allows optimal meeting schedules to be found—schedules with highest average preference levels. To illustrate how preference estimation works, this paper compares two negotiation algorithms: Algorithm 1 (NWOPI), which is based on relaxation only, and Algorithm 2 (NWPI), which is based on relaxation plus preference estimations.
6.1. Relaxation

Our relaxation-based negotiation is in some ways similar to performing heuristic-guided search. The heuristics determines which potential solutions are more preferred over others within an upper and lower bound in terms of preference levels. The heuristics or preferences guide the search in locating higher quality solutions. However, preferences are unique to each individual. Therefore, each agent’s heuristics might contradict and compete with each other. If everyone holds on to their most preferred proposal, the problem will be over constrained and there will be no solution. The relaxation process gradually lowers the lower bounds on the preference level and expands the search tree until a mutually beneficial solution is found.

Initially, differences between agents may be great. A proposal that is good for one agent might be really bad for another. The relaxation process gradually reduces this difference until a common ground or compromise is found. The MA, responsible for coordinating the negotiation process, will use proposals stored in its PV to lead the relaxation process.

Bui et al. (1995) offers a different approach to negotiation called incremental negotiation where negotiation are performed on meeting attributes in a hierarchical structure. For example, the part of the week (early or late) might first be negotiated, then the day of the week, and then the hour. In other words, individual variable attributes are negotiated one after another in hierarchical fashion. In MAFAO, a proposal contains a complete set of proposed variable attribute values and the whole set is negotiated.

6.2. Preference estimation

Since the negotiation or distributed search process is guided by MA’s proposals, the speed and accuracy with which a solution is found depends on whether the MA can propose solutions that everyone might be “happy” with and early on in the search. This ability will reduce the number of negotiation cycles that the MA must go through. However, since an individual’s user preference model is hidden from others, preference estimation is a technique to dynamically “guess” global preferences in generating proposals without needing details of each of the participant’s preference model. Details of preference estimation will be described later in Algorithm 2 (NWPI). This is similar to how a human negotiator would try to guess what the other values as more important to come up with a compromise solution.

6.3. Algorithm 1 (NWOPPI)—relaxation

Algorithm 1 (NWOPPI) is to highlight how the relaxation technique is used to guide a negotiation. Algorithm 1 is similar to the negotiation process defined in Sen and Durfee (1998). In Sen and Durfee (1998), the negotiation process uses the “earliest” timeslot to guide the negotiation. This means timeslots will be proposed using an “earliest available timeslot first” heuristic. In our approach, the user preference model guides the search—the timeslot with the “best” preference estimations first. We believe this is a better approach, as the “earliest” timeslot might not necessarily always be the most preferred one. In Algorithm 1, individual SA’s preferences are not passed back to the MA. This is similar to the private preference model of Garrido and Sycara (1996).

Fig. 7 highlights the main flow of the MAFOA negotiation algorithms. Both Algorithms 1 and 2 follow basically the same flow—negotiation consists of iterations of proposing and counter proposing. The main difference is in the type of information stored in the counter proposal as well as how new proposals are generated. For Algorithm 1, individual’s preferences are hidden from the MA. The MA relies mainly on the preferences of the initiating agent plus the counter proposals to guide the search. For Algorithm 2, preference levels are fed back to the MA, which allows it to form preference estimations and guide the negotiation towards an optimal solution.

The key action states in our algorithms are:

Step 1: Define meeting—the user initiating the meeting provides details of the meeting to be scheduled and then submits them to his SA. For each meeting to be scheduled, the SA creates a MA to manage the negotiation process.

Step 2: Generate preferences—the SA, based on the person’s calendar and user preference model, produces a list of possible proposals, which are then sorted according to their preference levels and stored in a PV. This PV will then be passed to the newly created MA.

Step 3: Initialization—the MA initializes itself with the SA’s PV. It also starts the actions 4.1x and 4.2, which are performed in parallel.

Steps 4.1x:

(a) Select proposal—For Algorithm 1, we use a “best first” strategy to select the “best” proposals, i.e., the proposal with the highest preference level, from the MA’s PV.

(b) Announce meeting—Details of the meeting plus n selected proposals will be announced to the SA of each meeting participant.

(c) Generate preferences—This is basically the same as Step 2 but for the participants. This PV generated will not be passed to the MA. It will only be stored within and known to the individual SA.

(d) Counter propose—The participant SA first determines whether any of the n proposals are feasible or not. It then tries to select m counter proposals that
have higher preference levels than those proposed by the MA. It passes both sets of information as a “counter proposal” to the MA.

**Step 4.2:** Consolidate replies—the MA collects these counter proposals from all the participating SAs and consolidates them to determine which of the following three cases to follow:

- **Case 1:** No solution—if any one SA returns an “empty” counter proposal—none of the proposals are acceptable and no counter proposal—then there is no solution and the meeting is cancelled, i.e., go to Step 8.
- **Case 2:** Proposal accepted!—otherwise, it tries to determine whether a consensus has been made, i.e., if all the participants of the meeting accept at least one of the proposals. If so, it goes to Step 7 to announce that the meeting is confirmed.
- **Case 3:** Proposal not accepted—If none of the proposals are accepted, the MA must make select and announce another set of proposals, i.e., go to Step 5.

**Step 5:** Select new proposal—this step uses the same strategy as Step 4.1a in selecting the next set of proposals to announce.

**Step 6:** Announce proposal—this is similar to Step 4.1b except that only the proposals are announced; without the details of the meeting, which are already stored locally in each SA.

**Step 7:** Announce confirmation—an announcement is made to all the meeting participants that a proposal has been mutually accepted. The SA shall commit this in its calendar of events.

**Step 8:** Announce cancellation—an announcement is made to all the meeting participants that the meeting cannot be scheduled and is cancelled.

### 6.4. Algorithm 2 (NWPI)—relaxation+preference estimation

Algorithm 2 (NWPI) extends Algorithm 1 with what we call preference estimation that allows an MA to “estimate” the global preference level of a proposal and then select those proposals that are more likely to get accepted, hence generating higher quality solutions. In order to do so, individual SA’s preferences for each proposal/counter proposal are also sent to the MA with their replies. This is similar to the public preference model of Garrido and Sycara (1996). In MAFOA, we make use of a preference estimation vector (PEV) to perform preference estimation.

The PEV is similar to the PV (see Fig. 4) in that it is a sorted vector of proposals and preference levels. However, unlike the PV where the preference level is based purely on the user preference model of a single user, the PEV consolidates preference levels from all the
participating agents and is dynamically sorted according to the “estimated” global preference level at that time. It is only “estimated” since the MA does not have access to the actual user preference models of the individual meeting participants.

Preference estimation in Algorithm 2 is done by extending three of the steps in Algorithm 1—Steps 4.1d, 4.2 and 5.

Step 1: Define meeting—initialize negotiation problem.
Step 2: Generate preferences—initiator’s SA generates preferences for newly created MA.
Step 3: Initialization—the MA initializes itself and performs 4.1x and 4.2 in parallel.
Steps 4.1x:
(a) Select proposal—select next n “best” proposals.
(b) Announce meeting—announce meeting and n selected proposals.
(c) Generate preferences—meeting participants generate preferences.
(d) Counter propose—this is similar to Algorithm 1, except that proposal confirmation and counter proposals are all sent back together with the actual preference level; the user preference model is never passed to anyone. This is similar to Jennings and Jackson (1995) where an average preference level is computed from the individual preference levels that are passed back. However, we believe our approach is better than that in Jennings and Jackson (1995), since we use preference estimation to reduce the number of interactions needed to find an optimal solution. In Jennings and Jackson (1995), an average preference level is computed from the individual preference levels that are passed back. However, Jennings and Jackson (1995) does not use preference estimation to rank the remaining proposals. Algorithm 1 simulates the approach used in Jennings and Jackson (1995), while Algorithm 2 shows that with the addition of preference estimation optimal schedules can be produced. Since counter proposals’ preference levels are always decreasing, i.e., always propose more preferred alternatives first; we can use these values as an upper bound on any future preference levels for this

SA. Fig. 8 shows the proposal table that consolidates counter proposals, now with preference levels.

Algorithm 2 also contains a “latest preference list” (LPL) that stores the “most recent” preference level received from each of the meeting participants. These values become the upper bounds on preference levels for any future counter proposals from the participants.

Step 4.2: Consolidate replies—the end conditions for Algorithm 2 are slightly different from that of Algorithm 1. Algorithm 1 stops as soon as a “common interval” or consensus has been found. Algorithm 2, however, continues the search until the “common interval” found is the one with the highest average preference level, i.e., the first element in the PEV. Similar to branch-and-bound (Lawler and Wood, 1966) or A* search (Shapiro, 1992), the search does not stop, even after a solution has been found, until all other alternatives have poorer evaluation scores. In our case, the average preference level of all other alternatives must be lower than that of the newly found “common interval.” After receiving all the counter proposals, the PEV is updated with more accurate preference levels and resorted. Based on the new PEV, Algorithm 2’s end conditions are:

Case 1: No solution—if any one SA returns an “empty” counter proposal—none of the n proposals are acceptable and no counter proposal—then there is no solution and the meeting is cancelled, i.e., go to Step 8.

Case 2: Proposal accepted—otherwise, it tries to determine whether a consensus has been made, i.e., if all the participants of the meeting accept at least one of the n proposals. If so and if this consensus or “common interval” has the best average preference level, it goes to Step 7 to announce that the meeting is confirmed.

Case 3: Proposal not accepted—otherwise, the MA must make select and announce another set of n proposals, i.e., go to Step 5.

Step 5: Select new proposal—in step of selecting the “best” n proposals from the PV, Algorithm 2 selects the n best proposals from the dynamically sorted PEV, which consolidates preference levels received from Step 4.1d. Since the negotiation process will be directly driven from the PEV, this is a form of dynamic programming

Fig. 8. The proposal table for Algorithm 2 with additional preference levels.
that allows the MA to dynamically change negotiation direction as more information is received through counter proposals.

**Step 6:** Announce proposal—announce $n$ proposals to participants.

**Step 7:** Announce confirmation—confirm meeting.

**Step 8:** Announce cancellation—cancel meeting.

The PEV is dynamically sorted using the average “estimated” preference level of each proposal/counter proposal. Only the MA has the PEV, as the MA is responsible for driving the negotiation process through its proposal selection from the PEV. For agent $i$, the estimated preference level $pl^i(P_x)$ of any proposal/counter proposal $P_x$ is defined as

$$pl^i(P_x) = \begin{cases} 
pl_i(P_x) & \text{if } P_x \text{ has already been proposed/counter proposed,} \\
\min(pl_i(P_x), j) & \text{for all } P_x \text{ proposed/counter proposed.}
\end{cases} \quad (6)$$

The estimated preference level $pl^i(P_x)$ is equal to the actual $pl_i(P_x)$ if $P_x$ has already been proposed or counter proposed before. As Step 4.1d requires the actual preference level to be passed back to the MA during the counter propose step. Otherwise, we will use the minimum preference level received so far from the SA. This is equivalent to the “most recent” preference level, as the value will be decreasing. SA will always propose the “best” or “most preferred” alternatives first. This usage of the minimum value is similar to “underestimation” in A* search algorithms (Shapiro, 1992). The evaluation function $f(n)$ in A* is equal to $g(n) + h(n)$, where $g(n)$ is the actual cost from start to node $n$ and $h(n)$ is the estimated minimal cost path from $n$ to goal, i.e., the underestimated remaining cost. For our meeting-scheduling algorithm, $n$ is analogous to a particular cycle in the negotiation process. The actual costs are the preference levels of the counter proposals received and the estimated costs are the estimated preference levels of new proposals. By using the “current” or “minimum” preference level as the estimated preference level, we guarantee that good solutions will not be “overlooked;” since the actual preference level will in fact be lower.

Instead of adding the costs, our evaluation function computes the average preference level. With the $pl^i(P_x)$ value for every participant and every proposal, the MA can then compute the global average preference level $apl(P_x)$ for each proposal $P_x$:

$$apl(P_x) = \frac{\sum_{i=1}^{n} pl^i(P_x)}{n}. \quad (7)$$

where $n$ is the total number of participants.

This average preference level provides a more “global” indication of how preferred one proposal might be compared with another and hence the chances of it getting accepted. The average preference level $apl(P_x)$ for each proposal is updated once per negotiation cycle to reflect additional preference level information received during the negotiation, i.e., the $pl^i(P_x)$ value will get more and more precise with each negotiation cycle. The PEV is dynamically sorted in Step 4.2 prior to each proposal selection step (Step 5). In Algorithm 2, the MA will propose the $n$ proposals with the highest $apl(P)$ value during each cycle.

For some negotiation problems, different levels of collaboration may be required or expected from different participating agents. For example, there may be a group of agents that “must” participate in the event, a group that “should” participate, and a group that “can” participate if they so wish. For these cases, a weighted evaluation function is used to give more consideration to preferences from the “must” and “should” group:

$$f(P_x) = \sum_{j}^{\text{must}} w_m pl^j(P_x) + \sum_{j}^{\text{should}} w_s pl^j_i(P_x) + \sum_{k}^{\text{can}} w_c pl^k(P_x),$$

where $n$ is the total number of participants in the event; $i$ is an agent from the “must” group, $j$ is an agent from the “should” group, $k$ is an agent from the “can” group, $w_m$ is a weight factor for the “must” group and is usually greater than 1.0, $w_s$ is a weight factor for the “should” group and is usually greater than or equal to 1.0 and $w_c$ is a weight factor for the “can” group and is usually less than or equal to 1.0.

### 7. Computer simulations

Computer simulation was performed for the following objectives: to compare the performances of Algorithms 1 and 2, verify that Algorithm 2 produces optimal solutions, and to determine the tradeoffs in using Algorithm 1 versus 2. In our simulation program, we are able to specify a set of simulation parameters:

- **Number of simulation cycles**—total number of times the whole simulation is to be executed.
- **Hours of meetings** ($H$)—total number of hours of meetings to be scheduled/simulation cycle.
- **Max number of participants**—maximum number of participants in any one meeting.
- **Calendar size**—the total number of days of meeting scheduling to be simulated.
- **Length of day**—the number of hours in a day to be scheduled.
- **Calendar density (CD)**—the number of hours that is already preoccupied by prior engagements. This is to simulate the effect of having some timeslots

...
pre-allocated from previous meeting scheduling exercises or for annual leave, training, holidays, etc.

Number of proposals ($n$)—number of proposals sent from MA to SA during each cycle.

Number of counter proposals ($m$)—number of counter proposals to be returned from SA to MA during each negotiation cycle.

The initial state of each attendee’s calendar is determined by the parameter “calendar density” (CD) that indicates the number of occupied slot in the attendee’s calendar. The exact occupied slots are also randomly generated, i.e. if CD = 5, the program will randomly generate 5 busy slots in each person’s calendar using a normal distribution. Each randomly generated meeting event is defined by a set of attributes—the start-time, end-time, length, participants, host, etc. For simulation purposes, meeting lengths are randomly generated. The “attribute priority” and “preference value” are also randomly generated for each participant for each simulation run. Since this paper does not cover commitment strategies, our computer simulation schedules the randomly generated meetings one at a time. Furthermore, we assume that the meetings are independent events, i.e., no sequential constraints are imposed.

Detailed analysis on the effects of different commitment strategies for concurrent scheduling of meetings were carried out in Sen and Durfee (1994b). In our simulations, since there is no concurrency, we can use either the committed strategy or the non-committed strategy as defined in Sen and Durfee (1994b). The “preference rules” are not involved in the simulation as they are only used after a meeting has been scheduled and do not affect the outcome of the simulations.

For the purpose of comparison, we defined the following measurements to be made on the simulation results. The basic measurements are:

$$\begin{align*}
H & \quad \text{number of hours to be scheduled;} \\
CD & \quad \text{number of occupied hours in the calendar per agent;} \\
S_{HC} & \quad \text{set of randomly generated meeting based on parameters } H \text{ and } CD; \\
|S_{HC}| & \quad \text{number of meetings in } S_{HC}; \\
|S_{HC}| & \quad \text{number of meeting in } S_{HC} \text{ that involves agent } i; \\
M_{iHC} & \quad j\text{th meeting in } S_{HC} \text{ to be scheduled (contains many alternative proposals);} \\
PP_{iHC} & \quad \text{number of participant in } M_{iHC}; \\
R_{iHC} & \quad \text{total number of requests required to schedule meeting } M_{iHC}; \\
R_{HC} & \quad \text{average number of requests to schedule meetings in the meeting set } S_{HC} \\
R_{HC} = & \left( \sum_{i} R_{iHC} \right) / |S_{HC}|.
\end{align*}$$

Measurements related to committed meetings:

$$\begin{align*}
P_{iHC} & \quad \text{agent } i\text{'s preference level for the final committed proposal for } M_{iHC}; \\
AP_{iHC} & \quad \text{average preference level (AP) for committed meeting } M_{iHC} \\
AP_{iHC} & = \frac{\sum_{i} P_{iHC}}{PP_{iHC}}. \\
AP_{HC} & \quad \text{average of the AP's for all the committed meetings in set } S_{HC}; \\
AP_{HC} & = \frac{\sum_{i} AP_{iHC}}{|S_{HC}|}.
\end{align*}$$

Measurements related to overall optimal solutions:

$$\begin{align*}
O_{iHC} & \quad \text{optimal or best AP for all proposals in meeting } M_{iHC}; \\
AO_{HC} & \quad \text{average of all the optimal AP's for the whole meeting set } S_{HC}; \\
AO_{HC} & = \frac{\sum_{i} O_{iHC}}{|S_{HC}|}. \\
DO_{HC} & \quad \text{difference between optimal AP and AP of committed proposal for } M_{iHC}; \\
ADO_{HC} & = O_{iHC} - AP_{iHC}. \\
ADO_{HC} & \quad \text{average difference between optimal AP and committed AP for } S_{HC}; \\
ADO_{HC} & = \frac{\sum_{i} ADO_{iHC}}{|S_{HC}|}. \\
\end{align*}$$

Measurements related to individual’s “expected” solutions:

$$\begin{align*}
EP_{iHC} & \quad \text{agent } i\text{'s “expected” preference for meeting } M_{iHC} \text{—the highest preference level out of all the possible proposals for } M_{iHC}; \\
DE_{iHC} & \quad \text{agent } i\text{'s difference between expected and final preference level for } M_{iHC}. \\
DE_{iHC} & = EP_{iHC} - P_{iHC}. \\
ADE_{iHC} & \quad \text{average difference from expectation on meeting } M_{iHC}. \\
ADE_{iHC} & = \frac{\sum_{i} DE_{iHC}}{PP_{iHC}}.
\end{align*}$$
ADE_{HC} \quad \text{average difference from expectation on whole meeting set } S_{HC}

ADE_{HC} = \left( \sum_j ADE_{ij} \right) / |S_{HC}|.

PD_{ijHC} \quad \text{percentage deviation of actual vs. expected preference level for agent } i \text{ on meeting } M_{ijHC}

PD_{ijHC} = DE_{ijHC} / EP_{ijHC} \times 100\%.

APD_{HC} \quad \text{average percentage deviation of agent } i \text{ on meeting set } S_{HC}

APD_{HC} = \left( \sum_j PD_{ij} \right) / |S_{HC}|.

PD_{HC} \quad \text{average percentage deviation for meeting } M_{ijHC} \text{ for all participants}

PD_{HC} = \left( \sum_j PD_{ij} \right) / PP_{HC}.

APD_{HC} \quad \text{average percentage deviation on the meeting set } S_{HC}

APD_{HC} = \left( \sum_j PD_{ij} \right) / |S_{HC}|.

7.1. Simulation results

This section compares the simulation results of Algorithm 1 with Algorithm 2 from executing our simulation program with the following simulation parameters. (The simulation setting used by our experiments was selected to simulate those used in Sen and Durfee, 1998).

- Number of simulation cycles = 100;
- Hours of meetings = 35;
- Max number of participants = 6;
- Calendar size = 6;
- Length of day = 8;
- Calendar density (CD) = from 0 to 13;
- Number of proposals = 1;
- Number of counter proposals = 1.

Table 1 summarizes a few key measurements for Algorithm 1 (NWOPI) and Algorithm 2 (NWPI) with average results obtained over 100 simulation runs with input parameter “hours of meetings” = 35 and “calendar density” ranging from 0 to 13. The average optimal preference level, AO_{HC}, and the average difference from optimal, ADO_{HC}, of the two algorithms in different calendar densities are shown in Table 1. The AO_{HC} is the average of the highest possible preference level that can be found for each meeting to be scheduled. This value is slightly lower for Algorithm 2, as it always finds an optimal solution, hence the optimal preference value for each next meeting to be scheduled will be lower. For Algorithm 1, the objective is to find a quick solution without optimality. The possible optimal value will always be higher as the preferred time slots might not have been taken. As the table shows, Algorithm 2 (NWPI) always finds an optimal solution. This is an interesting result, as past research in negotiated meeting scheduling only focused on modeling or algorithm efficiency, but not optimality. This result shows that optimality can be obtained by the simple addition of preference estimation.

Chart 1 shows that the average preference levels of each scheduled meeting.
decrease with the calendar densities. This chart also compares the gain in preference level obtained with Algorithm 2 using preference estimation compared with Algorithm 1 using only relaxation.

We also tested whether our algorithms have a bias towards any of the meeting participants. In this experiment, we arranged most of the meetings to be hosted by Agent 0. Charts 2 and 3 show the average deviation of preference levels from “expected” for each participant. Chart 2 shows that Algorithm 1 (NWOPI) has a strong bias for Agent 0 (A0)—the meeting initiator. Obviously, this is due to the fact that Algorithm 1 does not receive any preference level indications from the other participants and hence must rely solely on its own preferences in ranking and selecting alternatives. However, what is interesting is that Algorithm 2 (NWPI) produces very similar deviations for each agent; each agent is treated equally in terms of meeting their preference expectations. This is despite the fact that the whole negotiation process is managed by one MA that uses the initiator’s preferences as initial “blue print” for the negotiation.

We also computed the average success rates for meetings and proposals as well as the number of cycles required to schedule a meeting for different calendar densities (CD) (see Table 2). We found the on average, Algorithm 2 (NWPI) requires more negotiation cycles to complete compared to Algorithm 1 (NWOPI). In other words, Algorithm 1 finds a fast solution, which might not be optimal, while Algorithm 2 finds an optimal solution but requires a few more cycles. It is interesting to note that the meeting success rate for Algorithm 2 is actually slightly higher than Algorithm 1. In other words, finding optimal solutions actually increases the likelihood of success. The proposal success rate for Algorithm 2 is of course lower as more proposals need to be negotiated in order to find the optimal one. However, this difference is not substantial.

8. Conclusion

In this paper, we presented MAFOA’s approach to distributed agent-based meeting scheduling. We also outlined a novel preference estimation technique that allows optimal meeting schedules to be found without complete knowledge of individual user preference models. Our approach to user preference modeling involves priorities, preferences and rules, and a method to use the user preference model in evaluating scheduling proposals through preference levels. We also described two meeting scheduling algorithms—Algorithm 1 (NWOPI) and Algorithm 2 (NWPI)—that are based on a negotiation protocol that uses this methodology. Using simulation, we verified that Algorithm 2, using preference estimation, finds the optimal solution at only a slightly higher cost that Algorithm 1, which relies on relaxation.

Table 2

<table>
<thead>
<tr>
<th>CD</th>
<th>Meeting success rate</th>
<th>Proposal success rate</th>
<th>Communication cost (Cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg-1</td>
<td>Alg-2</td>
<td>Alg-1</td>
<td>Alg-2</td>
</tr>
<tr>
<td>0</td>
<td>0.9479</td>
<td>0.9544</td>
<td>0.6648</td>
</tr>
<tr>
<td>1</td>
<td>0.9248</td>
<td>0.9343</td>
<td>0.5949</td>
</tr>
<tr>
<td>2</td>
<td>0.8998</td>
<td>0.9059</td>
<td>0.5384</td>
</tr>
<tr>
<td>3</td>
<td>0.8739</td>
<td>0.8774</td>
<td>0.4905</td>
</tr>
<tr>
<td>4</td>
<td>0.8464</td>
<td>0.8415</td>
<td>0.4704</td>
</tr>
<tr>
<td>5</td>
<td>0.8126</td>
<td>0.8138</td>
<td>0.4365</td>
</tr>
<tr>
<td>6</td>
<td>0.7856</td>
<td>0.7854</td>
<td>0.4103</td>
</tr>
<tr>
<td>7</td>
<td>0.7547</td>
<td>0.7564</td>
<td>0.3838</td>
</tr>
<tr>
<td>8</td>
<td>0.7262</td>
<td>0.7337</td>
<td>0.3571</td>
</tr>
<tr>
<td>9</td>
<td>0.701</td>
<td>0.7062</td>
<td>0.3468</td>
</tr>
<tr>
<td>10</td>
<td>0.6816</td>
<td>0.6789</td>
<td>0.3255</td>
</tr>
<tr>
<td>11</td>
<td>0.6573</td>
<td>0.6583</td>
<td>0.3162</td>
</tr>
<tr>
<td>12</td>
<td>0.6277</td>
<td>0.6243</td>
<td>0.292</td>
</tr>
<tr>
<td>13</td>
<td>0.6044</td>
<td>0.6019</td>
<td>0.2813</td>
</tr>
</tbody>
</table>

We also computed the average success rates for meetings and proposals as well as the number of cycles required to schedule a meeting for different calendar densities (CD) (see Table 2). We found the on average, Algorithm 2 (NWPI) requires more negotiation cycles to complete compared to Algorithm 1 (NWOPI). In other words, Algorithm 1 finds a fast solution, which might not be optimal, while Algorithm 2 finds an optimal solution but requires a few more cycles. It is interesting to note that the meeting success rate for Algorithm 2 is actually slightly higher than Algorithm 1. In other words, finding optimal solutions actually increases the likelihood of success. The proposal success rate for Algorithm 2 is of course lower as more proposals need to be negotiated in order to find the optimal one. However, this difference is not substantial.
8.1. Conflict resolution extensions

Besides research on using relaxation and preference estimation techniques in negotiation, we have also performed research on conflict resolution as extensions to the above algorithms. Although full details of conflict resolution might be outside the scope of this paper, we would like to explain briefly how it helps improve our algorithms. As mentioned above, the attendee list may be further qualified with “must,” “should” and “can.” When a solution cannot be found in our previous Algorithms 1 and 2, the meeting is cancelled. With conflict resolution, the algorithm tries to resolve this impasse using a technique similar to dependency directed backtracking (Stallman and Sussman, 1977). In this case, the dependency is the source of the impasse—those previously committed events that conflict with the current event being scheduled. For each rejected proposal, the MA keeps track of conflict levels that serve as indications of the number of conflicts and the priorities of those conflicts. When an impasse occurs, the MA tries first to relax the problem by considering only “must” and “should” attendees. If no solution can be found, it then reschedules for previously committed but less important meetings. It does this by locating a previously rejected proposal where the number of conflicts is below a threshold and where the conflicting events are less important than the current events. This is done using a technique we call conflict estimation, which is similar to preference estimation. Preference estimation allows us to guess which proposal will most likely get accepted. Conflict estimation allows us to guess which proposal might cause the least amount of conflicts. If conflict resolution is successful, the current event gets committed. Otherwise, the meeting will be cancelled as before. The meeting will still be cancelled if the number of conflicts is above the threshold, i.e., too many meetings to reschedule and might not worth the trouble. This threshold can be dependent on the important of the current meeting being scheduled.

Ashir et al. (1997) introduces a concept called quorum and a two-round negotiation protocol that allow a meeting to be scheduled even when non-mandatory invitees are not available. However, in Ashir, quorum is used only as a way to relax the meeting-scheduling problem and to improve efficiency. In our case, the attendee list is used to trigger rescheduling if the current meeting cannot be scheduled because of conflicts with “must” and “should” attendees’ schedule. Unscheduling (or moving) a lesser priority meeting to make time for another has also been studied by Woo et al. (1999). Their research is also based on agent negotiation using a contract net protocol (Sen and Durfee, 1996). However, Woo et al. does not use attendee qualifiers as we do to relax the problem prior to conflict resolution. Furthermore, rescheduling is performed by an agent that has complete knowledge of all the participants’ schedule. In our case, the MA only knows conflict levels while details of individual’s schedule remains hidden to protect privacy.
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