N*—an agent-based negotiation algorithm for dynamic scheduling and rescheduling
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Abstract

This paper presents a generalized agent-based framework that uses negotiation to dynamically and optimally schedule events. Events can be created dynamically by any active agent in the environment. Each event may potentially require collaboration or resources from one or more other agents. The allocation of resources to the event will be negotiated iteratively until a compromise is found. The framework consists of a user preference model, an evaluation or utility function, and a negotiation protocol. The negotiation protocol is used to implement a distributed negotiation algorithm, called $N^*$ ($N^*$). $N^*$ is based conceptually on the $A^*$ algorithm for optimal search but extended for distributed negotiation. $N^*$ is a general distributed negotiation algorithm that makes use of negotiation strategies to find solutions that meet different negotiation objectives. For example, it can use a utility optimizing strategy to find the solution that maximizes average utilities of individual agents. Alternatively, it can select a time optimizing strategy to locate a ‘quick’ feasible solution. The negotiation protocol also performs conflict resolution using a form of iterative repair that renegotiates events which have conflicts. A special case of this framework was used in our MAFOA (mobile agents for office automation) environment to perform agent-based meeting scheduling. A computer simulation test bed was built to simulate the scheduling of hundreds of randomly generated meetings using our $N^*$ algorithm.

1. Introduction

Our $N^*$ negotiation algorithm is a type of distributed AI (DAI) algorithm [8,37]. It works within a distributed agent-based environment [4] where agents might not have knowledge of other agent’s rules, constraints, parameters, and preferences. $N^*$ allows agents to negotiate an optimal solution despite this lack of complete knowledge of the environment.

If knowledge was complete, then a negotiation problem can be solved using traditional search algorithms or modeled as a constraint-satisfaction problem (CSP). With complete knowledge, parallel approaches such as artificial neural network (ANN) can also be applied to solving scheduling [36]. However, in reality, constraints and preferences related to an agent might not be accessible to other agents. For example, in a distributed meeting scheduling problem, when asked, one might say: “I prefer to have meeting Wednesday or Thursday morning”, but is not expected to divulge great details of all the reasons behind this preference.

Meeting scheduling is commonly modeled as a type of distributed scheduling [29] problem. Each person is a distributed scheduler that manages its own local resources. A meeting schedule is produced when all these distributed schedulers collaborate to find a solution that satisfies not only their individual constraints and preferences but also the global ones. For example, one form of collaboration is through a generalized contract net protocol [30,33].

In this paper, we model scheduling as an agent-based process of negotiation. The scheduling of an event is performed by a software agent that negotiates with other agents that need to participate or collaborate in that event. Each agent’s prior committed schedule, preferences and constraints are hidden from all other agents. By insulating the negotiation process from details of the user model, we enable our $N^*$ negotiation algorithm to work in
heterogeneous environments where agents might be built from different agent technologies with different user models and preference strategies. Negotiation in a heterogeneous environment is performed through a well-defined negotiation protocol.

Creating a user preference model and designing an algorithm that can perform distributed scheduling without detailed knowledge of the individual preference models are the main objectives of our research. Our scheduling algorithm uses a technique called ‘preference estimation’ that allows us to ‘estimate’ the preference model. Preference estimation is similar to using underestimations in search evaluation functions combined with dynamic programming.

In this paper, we document the key components within our negotiation framework (see Fig. 1), the details of the N∗ negotiation algorithm, interactions of the agents and the computer simulation.

The framework consists of six main components

- **User Preference Model.** Each Collaborating Agent has a separate User Preference Model that encapsulates priorities, preferences and rules related to an individual collaborating agent.

- **Utility Function.** The User Preference Model is used by the Utility Function in evaluating proposals and counter proposals to come up with a preference level that influences the negotiation process.

- **Initiating Agent.** This agent is the initiator of the event that needs to be negotiated. It also plays the role of a coordinator and manages the whole negotiation process. There is only one initiating agent per negotiation problem.

- **Collaborating Agents.** Besides the initiating agent, there may be one or more Collaborating Agents that represent the other participants of the event. The collaborating agent may represent a particular user or an organization.

- **Negotiation Protocol.** Agents communicate with each other during negotiation using the Negotiation Protocol.

- **Negotiation Algorithm.** The N∗ negotiation algorithm defines sequences of interaction between the agents to perform a distributed search for an optimal solution.

The main purpose of the N∗ negotiation algorithm is to find an optimal solution to a negotiation problem. The N∗ distributed scheduling process is fully automated; scheduling responsibilities are fully delegated to the software agents. Other researchers [2] have investigated distributed scheduling as a computer-assisted process where humans perform negotiation via the computer.

The science and techniques of negotiation have been widely studied in business [1] and economics. Research has been performed on different negotiation strategies, communication techniques, models of negotiation, and multiparty negotiations, such as those with mediators or coordinators. In recent years, automated negotiation has drawn the attention of researchers in computer science and artificial intelligence. This attention is due partly to commercial interests in using negotiation techniques in the Internet for e-commerce purposes, such as to mimic the role of a salesperson in negotiating a price. Negotiation techniques can also be used for shared resource allocation, data allocation [26], auctioning, and retail electronic commerce [12]. Different negotiation mechanisms [13,23] and strategies have been studied.

Huhns and Stephens [15] define agent-based negotiation as: “A frequent form of interaction that occurs among agents with different goals... Negotiation is a process by which a joint decision is reached by two or more agents, each trying to reach an individual goal or objective. The agents first communicate their positions, which might conflict, and then try to move towards agreement by making concessions or searching for alternatives”. The major features of negotiation are the language used by the participants—the protocol that defines the legal actions during negotiation—and the decision process that the agents use. The decision process is basically the negotiation strategy that the agents use.

Sandip Sen and Edmund H. Durfee performed a formal study on distributed meeting scheduling [27] and studied the usefulness of different heuristic negotiation strategies to solve distributed meeting scheduling. They have identified different forms of conflicts between scheduling processes that adversely affect the scheduling efficiency of the system and presented different search heuristics. They stated that commitment strategies affect the frequency of conflicts between concurrently active scheduling processes. However, search biases affect the frequency of the conflicts between new processes and processes that have already finished scheduling their meeting requests [27,30]. The results from their analysis on different heuristic strategies were used to design an adaptive meeting scheduler. They have also demonstrated the benefits of adaptive choice of heuristic strategy combinations during meeting scheduling [31]. Although, Sen and Durfee did not take user preference into consideration during the scheduling process in Ref. [27], later in Ref. [28] a user preference mechanism based on a voting scheme was presented. They model preferences as elections between different alternative proposals.
Our user preference model is somewhat different. A formalized user preference model for a user is encapsulated within each of our agents. This model is personal and is only accessible by the associated agent. Although the model is encapsulated, the agents make use of the model to evaluate the ‘goodness’ of each proposal. The resulting goodness measure, which we call preference level, can be shared and is normalized for all agents. The N* algorithm presented in this paper makes use of the user preference model and preference levels to negotiate an optimal solution.

Other researchers [11,21] also presented a model of distributed negotiation for meeting scheduling. In their approaches, global search is directed by a coordination mechanism, which dynamically passes search control to different agents according to a set of policies. The model gives each one of the participants the flexibility to object if a proposed schedule has low utility for the attendee but there is no guarantee that a schedule with the highest joint utility value will be found. User preference is also used in Refs. [11,21] where each agent specifies a set of meeting preferences for each meeting to be scheduled. Their model used three key attributes—date, start-time and length. To maximize individual’s meeting preferences, their algorithms schedule the meeting in a calendar interval with attributes closest to its user meeting preferences. We found that our model can be more precise in defining user preferences. In Refs. [11,21], it is assumed that the values closest to the preferred ones are better. However, this might not always be the case. For example, a user who prefers meetings on Monday and Friday might not necessarily prefer Tuesday or Wednesday.

2. User preference model

A key component of our negotiation framework is the formalization of a user preference model. Studies [14] show that fully automated agent-based scheduling would only be useful if human factors, such as politics, personal preferences, power structure, etc. are encoded and used by the automated system. Each person has his/her own unique set of personal and business priorities, preferences and constraints. All these come into play during negotiation. In order for us to delegate negotiation to a software agent, it must also understand and be able to make use of the unique preferences of an individual or an organization. Our agent might act on behalf of a person or an organizational entity, such as a particular department. The user preference model tries to encapsulate knowledge on different types of personal or organizational preferences and how they might change according to changes in the environment. The model influences the behavior of the software agents during negotiation. Its main purpose is to encode ‘preferences’ and not hard constraints or business rules. Constraint or rule engines may be used instead to encode this type of knowledge and supplement our preference model.

In our negotiation framework, each negotiation problem or negotiation event Ej has an importance level i that might depend, for example, on the event type or the rank of the agent that initiated the event. The importance level is used in conflict resolution (CR) to determine which events have lower importance or priority and might be candidates for renegotiation, i.e. rescheduling.

Each event Ej is defined by a finite set of m fixed attributes f1,f2,…fm, whose values will not change during negotiation, and a finite set of n variable attributes v1,v2,…vn, whose values will be negotiated. For example, in a meeting-scheduling problem, the ‘day’ might be fixed to be on Tuesday, while the ‘time’ and ‘location’ attributes might be variables and negotiated. In addition, each variable attribute vi has a domain di that defines a finite set of possible values x1,x2,…,xk, which that variable attribute may be assigned. For example, the value of ‘time’ might be ‘9 am’, ‘10 am’, etc. The user preference model allows users to define priorities on variable attributes and preferences on their potential values as well as rules on how these priorities and preferences may change due to changes in the environment or decisions that were made. A negotiation solution or ‘compromise’ is defined as a set of assignments of value to variable attributes.

Our user preference model associates priorities, preferences and rules with negotiable variable attributes. Each organization or person may have his/her own set of priorities, preferences and rules, which an agent uses during negotiation to evaluate whether a proposal is acceptable or not and what counter proposals to make. The evaluation results in a utility or a preference level for each proposal and counter proposal. The following sections provide detail definitions of priorities, preferences, and rules that constitute the user preference model. The preference model is encapsulated within an agent and is not accessible to others in the environment. However, agents may communicate their preferences of particular proposals or counter proposals but only to the initiating agent who acts as the negotiation coordinator.

2.1. Attribute priority

The importance of a negotiable attribute might be different for different people. For example, the location of a meeting might be more important than the time to a particular person. The attribute priority ap of a variable attribute vi defines its degree of importance. It is a number between 0 and APmax, where APmax is a global constant. The importance of a particular variable attribute to a particular person is proportional to the value of the attribute priority. For example, if the meeting location is important to John, then the priority for location will be higher than all other attributes of that meeting. Attribute priorities will affect how an agent negotiates and hence influence the outcome of the negotiation process.

To ensure that priorities are used fairly among all the negotiating agents, we normalize the attribute priorities for
a given agent such that their total sum must be equal to a fixed global constant $\text{AP}_{\text{total}}$.

$$\sum_{x=1}^{n} a_p x = \text{AP}_{\text{total}} \quad (1)$$

where $n$ is the total number of variable attributes in the given negotiation problem.

In other words, each agent has the same total number of priority points to use, as it likes, to influence the negotiation, i.e. $\text{AP}_{\text{total}}$. The total value will never change and is the same for all the negotiating agents. If a priority is adjusted for an agent, all the priorities of that agent will be affected and normalized back to the same total value. For example, if the user adjusts priorities $a_p$, to new values $a_p'$ with a new total value of $\text{AP}_{\text{new}} \neq \text{AP}_{\text{total}}$, then the new normalized priority will be calculated as follows:

$$a_p = \left( \frac{a_p'}{\text{AP}_{\text{new}}} \right) \text{AP}_{\text{total}}, \quad \text{where } \text{AP}_{\text{new}} = \sum_{x=1}^{n} a_p' \quad (2)$$

By default, all variable attributes are considered equally important and hence have the same initial priority value.

$$a_p = \text{AP}_{\text{total}}/n \quad (3)$$

### 2.2. Preference value

A person might consider certain attributes, such as location, to be more important than others during negotiation. Likewise, they may prefer certain values of these attributes over others, such as preferring location to be in boardroom rather than demo room. We call the amount of preference for a particular value the preference value.

For each person, each variable attribute $v_j$ and each potential domain value $x_i$, there is an associated preference value $p_v$. The value of $p_v$ indicates the preference on having $v_j$ be assigned the value $x_i$. The degree of preference is proportional to the value of $p_v$. The value of $p_v$ may be a number between 0 and $\text{PV}_{\text{max}}$, where $\text{PV}_{\text{max}}$ is a global constant.

For example, the time of the meeting may be a variable to be negotiated. A particular user may prefer having the meeting during ‘lunch’. Hence the preference value for lunch will be higher than the preference value for any other potential values, such as morning or afternoon.

Furthermore, as a way to ensure that the preferences are not abused or overused by an agent and to give each agent a fair chance in negotiation, we normalize the preference values, such that the preference values $p_{v_1}, p_{v_2}, \ldots, p_{v_k}$ of a variable attribute $v_j$ with domain values $x_1, x_2, \ldots, x_k$ must add up to a fixed global constant $\text{PV}_{\text{total}}$.

$$\sum_{x=1}^{k} p_v x = \text{PV}_{\text{total}} \quad (4)$$

where $k$ is the total number of domain values for a particular variable attribute.

Initially, by default, there is no special preference on any particular value to be assigned to a variable attribute. Each potential domain value will be treated equally. Hence, all preference values $p_v$ of that variable attribute $v_j$ will have equal value and be set to $p_v = \text{PV}_{\text{total}}/k$ (Eq. (5)), where $k$ is the total number of values in domain $d_j$.

### 2.3. Preference rules

Besides attribute priorities and preference values, each user may also have a finite set of $j$ preference rules $r_1, r_2, \ldots, r_j$, that define how these priorities and preferences may change as variable attributes are negotiated and assigned values. Each preference rule $r_i$ defines a finite set of conditions that, when all the conditions are satisfied, trigger actions that cause priorities and preferences to be adjusted.

$$r_i : \text{if } (c_1, c_2, \ldots, c_j) \text{ then } (a_1, a_2, \ldots, a_k)$$

In our negotiation framework, rule conditions $c_1, c_2, \ldots, c_j$ are defined as a pattern of values on fixed attributes, variable attributes or global attributes (attributes that are shared by all agents). Each $c_i$ defines a pattern that will be matched against scheduled events. For example, a rule might be “If there is already a meeting on Monday morning, then I do not want any other meetings in the afternoon”. The condition of ‘meeting on Monday morning’ defines a pattern that will be matched against all scheduled events.

The rule consequence consists of a finite set of actions $a_1, a_2, \ldots, a_k$ to be performed on priorities and preferences once the rule conditions are satisfied. In the framework, we have defined four possible actions on attribute priorities:

- **incAP()**—to increment the attribute priority $a_p$ of a given variable attribute $v_j$ by a given amount $\delta$. All the attribute priorities of the given agent will then be normalized back to the constant sum of $\text{AP}_{\text{total}}$ using Eq. (2).
- **decAP()**—to decrement the attribute priority $a_p$ of a given variable attribute $v_j$ by a given amount $\delta$ and then perform normalization.
- **maxAP()**—to assign the maximum possible attribute priority $a_p = \text{AP}_{\text{max}}$ to the given variable attribute $v_j$; all other priorities of this agent will be set to zero for normalization.
- **minAP()**—to assign an attribute priority $a_p = 0$ to the given variable attribute $v_j$ and then perform normalization.

There are another four related actions that can be performed on preference values:

- **incPV()**—to increment the preference value $p_v$ of a given value $x_i$ of a particular variable attribute $v_j$ by
a given amount delta. All the preference values associated with v_j will then be normalized back to the constant sum of PV_{total}.

\text{decPV( )}—to decrement the preference value p_v of a given value x_i of a particular variable attribute v_j by a given amount delta and then perform normalization.

\text{maxPV( )}—to assign the maximum possible preference value p_v = PV_{max} to the given value x_i of a particular variable attribute v_j; all other preference values of this variable attribute will be set to zero for normalization.

\text{minPV( )}—to assign a preference value p_v = 0 to the given value x_i of a particular variable attribute v_j and then perform normalization.

3. Utility function

The user preference model provides knowledge on the preferences of an individual collaborating agent. This preference is measured in terms of a preference level. The proposal evaluation function, on the other hand, provides global preference information to the initiating agent to guide the N^\* negotiation process. Besides using a preference level measure to evaluate acceptable proposals, we also defined a conflict level measure to evaluate unacceptable proposals. The conflict level indicates the degree that scheduled events conflict with the event being negotiated.

In our negotiation framework, a potential solution to a negotiation problem is defined as a tuple from d_1 x d_2 x ... d_n, such that the n assignments of values to the problem’s variable attributes is to the ‘satisfaction’ of all the collaborating or negotiating agents, i.e. a compromise is found. During the negotiation process, each agent will need to evaluate how ‘satisfied’ it might or might not be with the proposed solution or compromise, using the user preference model. In our framework, each proposed solution to a specified negotiation problem is called a proposal when offered by the initiating agent, i.e. the agent that initiated the problem to be negotiated, and a counter proposal when offered by any other agent involved in the negotiation, i.e. a collaborating agent.

3.1. Preference level

For example, a proposal/counter proposal P_x might be the tuple \((V_1, V_2, ..., V_n)\) where each \(V_j\) is a constant value from the domain \(d_j\) of the variable attribute \(v_j\). If we need to negotiate the day and time of a meeting, a potential proposal might be the tuple (‘Tue’, ’9 am’).

In our framework, the result of evaluating how satisfied an agent is with a proposal or counter proposal is called the utility or preference level of that proposal. Different agents might of course potentially have a different preference level for the same proposal. For agent i in a negotiation problem with n variable attributes, the preference level pl_i for a particular proposal/counter proposal \(P_x\) is defined as:

\[ pl_i(P_x) = \sum_{j=1}^{n} ap_j \times pv_{jk} \]  

(5)

where \(pv_{jk}\) is the preference value for the assignment of value \(V_k\) to the variable attribute \(v_j\) and \(ap_j\) is the attribute priority.

A proposal/counter proposal with a higher preference level means it is more preferred by that user. To illustrate how the user preference model is used to evaluate proposals/counter proposals and to determine their preference levels, let us use a simplified example of a meeting negotiation problem with only two variable attributes: ‘part of the day’ and ‘day of the week’ (see Table 1).

The above proposal is to have the meeting during lunch on Monday. The priorities and preference values are different for different people. For agent #1, the part-of-the-day is more important than day-of-the-week. Its preference for having a meeting during lunch and meeting on Monday is very low. The resulting preference level for this proposal is only 1.43 as determined by Eq. (5), i.e. \(2.86 \times 0 + 1.43 \times 1 = 1.43\). For agent #2, the priority is reversed, part-of-the-day is lower than day-of-the-week. It has a preference for having meeting during lunch and a slight preference for Monday. The resulting preference level becomes \(10.01 = 1.43 \times 3 + 2.86 \times 2\). Therefore, if meeting proposal #1 was raised, agent #1 will most likely like to negotiate a better proposal, while agent #2 might find the proposal totally acceptable. Luo et al. [22] take an alternative approach and use fuzzy constraints to model preferences. We find our model adequate for the purpose of determining a preference level for a proposal. Pino et al. [24,25] offer a graphic user interfaces based on rules and timeslots to define meeting preferences, which they call lateral model. In their case, only a human meeting coordinator uses the preference information. For our model, only an agent has access to the user preference model.

3.2. Proposal evaluation function

The preference level only represents the preferences of a particular collaborating agent. The initiating agent that coordinates the negotiation process might need to evaluate the ‘global’ preference of a proposal to determine its negotiation strategy and which proposals to make. In our
framework, this global preference is calculated using a proposal evaluation function.

Our proposal evaluation function is similar to the role of the evaluation function in A* [35] that estimates the total cost of a solution. The evaluation function \( f'(n) \) in A* is given by:

\[
f'(n) = g(n) + h'(n)
\]

where \( g(n) \) is the actual cost from start to node \( n \) and \( h'(n) \) is the estimated minimal cost path from \( n \) to goal, i.e. the ‘underestimated’ remaining cost.

For our negotiation algorithm, \( n \) is analogous to a particular negotiation cycle. The actual costs are the actual preference levels of the proposals or counter proposals received by the initiating agent from the collaborating agents. The estimated costs are the ‘estimated’ preference levels of new proposals that have not yet been reviewed by the collaborating agents. In our N’ algorithm, we use the ‘current’ or ‘minimum’ preference level as the estimated preference level. This approach guarantees that optimal solutions will not be ‘overlooked’; since the actual preference level will in fact be lower. This usage of the minimum value is similar to ‘underestimation’ in A* search algorithms.

Only the initiating agent needs to calculate the proposal evaluation function and the estimated preference levels. For the initiating agent, the estimated preference level \( \text{pl}_i(P_x) \) of any proposal/counter proposal \( P_x \) of collaborating agent \( i \) is defined as:

\[
\text{pl}_i(P_x) = \begin{cases} 
\text{pl}(P_x), & \text{if } P_x \text{ has already been proposed/counter proposed} \\
\text{min}(\text{pl}_j(P_x)|_0) & \text{for all } P_x \\
\text{proposed/counter proposed} 
\end{cases}
\]

The estimated preference level \( \text{pl}_i(P_x) \) is equal to the actual \( \text{pl}(P_x) \) if \( P_x \) has already been proposed or counter proposed before. Our N’ algorithm requires the actual preference level to be passed back from the collaborating agents to the initiating agent when they counter propose. Otherwise, we will use the minimum preference level received so far from the individual collaborating agent. This approach is equivalent to the ‘most recent’ preference level, as the value will be decreasing—collaborating agents will always propose the ‘best’ or ‘most preferred’ alternatives first.

Instead of adding the costs, as in A*, our N’ proposal evaluation function computes the average preference level.

With the ability to calculate the \( \text{pl}_i(P_x) \) value for every participant and every proposal, the initiating agent can then compute the proposal evaluation function \( f(P_x) \), i.e. equivalent to global average preference level \( \text{apl}(P_x) \), for each proposal \( P_x \):

\[
f(P_x) = \text{apl}(P_x) = \frac{\sum_{i=1}^{n} \text{pl}_i(P_x)}{n}
\]

where \( n \) is the total number of participants in the event.

The average preference level provides a global indication of how preferred one proposal might be compared with another and hence indicates the chances of it getting accepted. The average preference level \( \text{apl}(P_x) \) for each proposal is updated once per negotiation cycle to reflect additional preference level information received during the negotiation, i.e. the \( \text{pl}_i(P_x) \) value will get more and more precise with each negotiation cycle.

Note that the preference levels from the individual collaborating agents are only sent to the initiating agent. No other agent has knowledge of these preference levels neither does it have access to individual preference models. Our use of an average preference level is similar to Jennings and Jackson [16] where an average preference level is computed from the individual preference levels that are passed back. However, [16] does not use preference estimation to rank the remaining proposals. Since counter proposals’ preference levels are always decreasing, i.e. always propose more preferred alternatives first; we can use these values as an upper bound on any future preference levels for this agent.

For some negotiation problems, different levels of collaboration may be required or expected from different participating agents. For example, there may be a group of agents that ‘must’ participate/collaborate in the event, a group that ‘should’ participate, and a group that ‘can’ participate if they wish. For these cases, N’ uses a weighted evaluation function to give more consideration to preferences from the must and should group:

\[
f(P_x) = \frac{\sum_{i}^{\text{must}} w_m \text{pl}_i(P_x) + \sum_{j}^{\text{should}} w_s \text{pl}_j(P_x) + \sum_{k}^{\text{can}} w_c \text{pl}_k(P_x)}{n}
\]

where

- \( n \) is the total number of participants in the event
- \( i \) is an agent from the must group,
- \( j \) is an agent from the should group,
- \( k \) is an agent from the can group,
- \( w_m \) is a weight factor for the must group and is usually greater than 1.0,
- \( w_s \) is a weight factor for the should group and is usually greater than or equal to 1.0,
- \( w_c \) is a weight factor for the can group and is usually less than or equal to 1.0.

### 3.3. Conflict level

The preference level allows N’ to determine which proposals are better than others. Besides this measure,
collaborating agents will also compute a conflict level (cl) for rejected proposals that is used as justification for the rejection. The conflict level indicates the degree of conflict a proposal has with previously scheduled events. In our research, we assume agents are cooperative (i.e., an agent will accept a proposal if the user is available, even though that proposal might be of lower preference) and that a proposal is rejected only if necessary resources are used by other scheduled events. The conflict level is proportional to the number of conflicts a proposal has with previously scheduled events, the priority of those events and the level of participation (must participate, should participate or can participate). The conflict level is evaluated using Eq. (10):

\[ cl(P_i) = \sum_{l} p_i w(l_i) \] (10)

where

- \( n \) is the existing event conflicting with \( P_k \)
- \( p \) is the priority/importance of the conflicting event \( n \)
- \( w(l_i) \) is a weighting factor for the level of participation, \( l_i \), of the conflicting event \( n \)

Whenever an initiating agent cannot find a common agreeable schedule among all the must and should participants from all the possible proposals, the negotiation will enter what we call a CR stage. During CR, the initiating agent will request agents with conflicts to try to cancel or reschedule previously scheduled events. The collaborating agent will compare the importance of the event being negotiated and its conflict level with existing events to determine whether or not to cancel or reschedule those scheduled events. The importance of the event being negotiated is also calculated using Eq. (10), where \( n \) is the event being negotiated.

### 3.4. Conflict evaluation

The conflict level represents the degree of conflict a proposal has with existing events. Collaborating agents use the conflict level to determine whether or not to cancel or reschedule conflicting events. On the other hand, the initiating agent coordinating the negotiation will also need to determine which rejected proposal is most likely to get resolved among all rejected proposals. CR process will begin only when all possible proposals are rejected by some or all of the must or should participants. Using the conflict level sent back by collaborating agents as justification for rejecting proposals, the initiating agent can determine which rejected proposal causes the minimal amount of conflicts. The initiating agent can then select less conflicting proposals to use during CR. As with preference estimation, the initiating agent will perform conflict estimation (CE) during the CR process. The initiating agent will maintain a vector that stores the estimated conflict for each participant. The estimated conflict estCl\(_j\) for agent \( j \), is defined as:

\[ \text{estCl}_j = \text{the lowest conflict level, cl, among those proposal rejected by agent, } j, \text{ in CR.} \] (11)

By using estimated conflict, the initiating agent is able to decide whether rejected proposals that have not yet been processed by CR might still be viable alternatives. For example, if during CR an agent refuses to resolve conflicts of proposal \( P_k \), which has conflict level equal to \( cl(P_k) \), it is most likely that the agent will not accept another proposal \( P_j \) with conflict level \( cl(P_j) \geq cl(P_k) \). This allows the initiating agent to determine when to terminate the CR process. The CE is updated during each round of CR negotiation.

### 4. Agent structure

Agents in our negotiation framework can either play the role of an initiating agent or a collaborating agent. An initiating agent is the agent that initiated the negotiation problem, i.e., the event to be negotiated. Any agent in the environment can be the initiator of an event that needs to be scheduled or negotiated. All the other participants of an event play the role of the collaborating agent. There is only one initiating agent per negotiated event with one or more collaborating agents. Fig. 2 highlights the key agent structure (using a UML class diagram).

#### 4.1. Collaborating agent

Each collaborating agent knows the committed calendar or schedule of the individual or organization it represents. The schedule is stored in a ‘Schedule’ data structure that is basically a timetable of events that have been committed or events that are being considered. The preferences are stored using the ‘User Preference Model’ defined earlier that consists of priorities, preferences and rules.

![Fig. 2. UML class diagram of the Initiating and Collaborating Agent. The initiating agent is just like the other agents, except it keeps track of preference and CEs to improve the quality of the search, which is guided by the Proposal Table.](image)
Given the schedule and preferences, we will then be able to determine when an organizational entity or person is available and what the preferences are for these available resources. For each announced event that the user is invited to participate, the collaborating agent will create a sorted ‘Preference Vector (PV)’ to store pre-computed preferences to be used during negotiation in evaluating proposals and in generating counter proposals.

4.2. Preference vector

The PV is a sorted vector of a person’s preferences on different alternative proposals for an announced event, such as a meeting to be scheduled. The vector is sorted according to the value of the preference level of these alternatives. The preference level is computed based on Eq. (5). For example, if we have a simplified meeting event with only two attributes—day-of-the-week and part-of-the-day, then ‘Mon at noon’, ‘Tue in the morning’, ‘Fri afternoon’, etc. would be valid alternatives or proposals. The preference level for these proposals will be different for different people and will depend on parameters stored in the user preference model. In our negotiation framework, only proposals that the user is willing to commit to are included, i.e., proposals without any conflicts.

The PV contains a ‘current’ pointer (Fig. 3) that points to the current counter proposal that has been offered by this agent to the initiating agent. Each agent will start off by offering what it considers to be the ‘best’ counter proposal for its user, i.e. the counter proposal with the highest preference level, and gradually move down the vector. The difference between the final committed proposal and the best represents the ‘compromise’ that this agent has made.

4.3. Initiating agent

The main role of an initiating agent is to coordinate the negotiation or scheduling process of an individual event. It also represents the interest of the user that initiated the event when negotiating with other agents. When an agent plays the role of an initiating agent, it has additional data structures—the proposal table, the preference estimation vector (PEV) and the conflict estimation vector (CEV).

4.4. Proposal table

The initiating agent uses the PEV to generate proposals to offer to the collaborating agents participating in the event being negotiated. In return, each collaborating agent can firstly accept or refuse the proposal (with a reason), and secondly offer a counter proposal from its PV. These proposals and counter proposals are all stored and tallied in a ‘Proposal Table’ data structure that allows the initiating agent to make negotiation decisions.

The proposal table has an entry for each proposal and counter proposal together with information on which agent accepts or rejects those proposals together with the actual preference level for acceptable proposal, which will be used by the N evaluation function. If a proposal was rejected, the corresponding conflict level will also be stored in the table. This information will be used during CR in case a compromise cannot be found.

The proposal table provides additional information to an initiating agent to help it make decisions on negotiation strategies. For example, it may decide to go for a quick solution by offering proposals with high ‘mass appeal’, i.e. those counter proposals that have been offered by a large number of collaborating agents. Or, it may decide to go for a high quality solution by continuing the negotiation until the optimal solution that maximizes its proposal evaluation function is found.

4.5. Preference estimation vector

Preference estimation is a technique that allows an initiating agent to estimate the global preference level of a proposal and then select those proposals that are more likely to get accepted, hence generating higher quality solutions. Some researchers use negotiation algorithms that keep preferences or utility information totally private, i.e. a private preference model as defined in Ref. [11]. Others use a public preference model [11]. Our framework is midway; no agent has access to any other agent’s preference model. However, the initiating agents will know of the preference levels (not models) of other collaborating agents.

The PEV is used to perform preference estimation. It is similar to the PV (see Fig. 3) in that it is a sorted vector of proposals and preference levels. However, unlike the PV where the preference level is based purely on the user preference model of a single agent, the PEV consolidates actual and ‘estimated’ preference levels (as defined in Eq. (7)) from all the collaborating agents and is dynamically sorted according to the N evaluation function, i.e. the proposal evaluation function (Eq. (8)). Only the initiating agent has the PEV. The initiating agent drives the negotiation process by selecting the next n best proposals from the PEV.
4.6. Conflict estimation vector

The CEV is a technique that allows an initiating agent to determine which conflicting proposal has a higher chance of being resolved and also be able to terminate the CR process earlier if there is no possible hope of resolution. Each initiating agent maintains a CEV. Entries in CEV store the estimated conflict for each of the participants. The estimated conflict is the lowest conflict level, \( c_l(P) \), among all rejected proposals that have been reviewed during the CR stage. The estimated conflict acts as an upper bound; any proposal with conflict level greater than that can be ignored.

All previously rejected proposals will be sorted using the largest conflict level returned by the collaborating agents. The initiating agent drives the CR process by selecting the proposals with least amount of conflicts and within the conflict level upper bound.

5. The negotiation protocol

The negotiation protocol defines the interactions between agents during negotiation and also the rules and assumptions of the negotiation process. Our negotiation protocol is a form of multistage negotiation protocol [7] and is similar to the protocol used in Refs. [16,27,30,31,32,28]. The content of the negotiation messages can be in a standard knowledge representation, such as KQML [9]. Fig. 4 lists the negotiation protocol used in our negotiation framework.

The following are potential messages that might be sent from the initiating agent to the collaborating agents. All these messages are announcements that are broadcasted or multicasted asynchronously to all the potential participants of an event.

- **Announce Event.** Details of an event, such as the fixed and variable attributes of the event. For example, in meeting scheduling, an event announcement might be: ‘Tom would like to hold a departmental meeting next week’. In addition, for variable attributes, the initiating agent may further limit the domain of the variable attributes to fall within a given range or set of values.

- **Announce Proposal.** A set of proposed values for the variable attributes of an event. For example, in meeting scheduling, a proposal announcement might be: ‘How about next Monday morning?’ The proposals are taken from the preference estimation vector, which is a vector of proposals sorted by the N° evaluation function. With each negotiation cycle, the next n best proposal will be announced.

- **Announce Cancellation.** This message tells all the collaborating agents that a particular negotiation event has been cancelled, either due to an impasse in negotiation or by another higher priority event during CR.

- **Announce Confirmation.** Once a feasible solution has been found, this solution will be announced to all those involved in the event and a commitment will be made.

- **Announce Availability Check.** Ask agents to check whether they would still be available if conflicting events, if any, were canceled or rescheduled. This message is only used during CR.

The following are potential messages that might be sent by the collaborating agents to the initiating agent.

- **Reply to Proposal.** Either accept or reject a proposal. For acceptance, the actual preference level will be included in the reply. For rejection, the corresponding conflict level will be included. We assume that all agents are ‘cooperative’ and will reply truthfully on whether a proposal is ‘acceptable’ or not even if the preference level is low. A proposal is ‘not acceptable’ only when an agent has a prior committed event that overlaps/conflicts with the proposal. The conflict level will be used in the Cr algorithm to guide the resolution process.

- **Counter Propose.** After receiving proposals, a collaborating agent can also counter propose. We assume that an agent will always counter propose with its next m best alternatives. Furthermore, we also assume that an agent will not counter propose if the original proposals from the initiating agent are already good enough, i.e. the preference level of a counter proposal must be higher than that of an original proposal. It is not logical to counter propose with a worse alternative.

- **Reply to Availability.** This is similar to ‘reply to proposal’ except that no preference or conflict level will be returned. This message is only used during CR.

6. The N° Algorithm

Our N° negotiation algorithm makes use of the negotiation protocol to perform a distributed negotiated search for an optimal solution/compromise. Our N° algorithm is based on the A° optimal search algorithm. To compare N° with A°, Fig. 5 is the pseudo-code for the A° algorithm.
A* performs a best-first search with branch-and-bound using an evaluation function that returns an underestimated total cost. Our N*, on the other hand, performs a best-first negotiation (offering the next best proposal with each negotiation cycle) with branch-and-bound using a proposal evaluation function that is also represents an underestimated total cost. Fig. 6 is the pseudo-code for our N* negotiation algorithm.

N* tries to propose solutions to the negotiation problem from a sorted list of potential proposals (Fig. 6—Line 1). The list is sorted according to the proposal evaluation function that performs ‘preference estimation’. With each negotiation cycle (Fig. 6—Line 6), the next best proposal (Fig. 6—Line 8) will be offered/announced to all the collaborating agents (Fig. 6—Line 9). The definition of best may be different for different problem. The N* algorithm
allows different negotiation strategies to be implemented simply by redefining best. For example, a strategy to ‘minimize negotiation time’ can be implemented by defining best as the proposal with the maximal number of consenting counter proposals.

Collaborating agents can either accept or reject the proposal in their replies (Fig. 6—Line 10). If all collaborating agents accept the proposal and the cost (the reverse value of the proposal evaluation function) is lower than that of the previous potential solution (Fig. 6—Line 11), then that proposal becomes the new solution candidate. If no other alternative has a lower cost than the proposal, then it will be returned as the final solution (Fig. 6—Line 15). Because of branch-and-bound [20] the N⁺ negotiation does not stop, even after a feasible solution has been found, until all other alternatives have lower evaluation function scores.

Otherwise, the counter proposals from all the collaborating agents will be collected and ‘preference estimations’ will be updated (Fig. 6—Line 18). A collaborating agent that rejects all proposals and has no counter offer means that agent has exhausted all its choices and there is no solution (Fig. 6—Line 20). The CR algorithm will be called to resolve this impasse.

Initially, differences between agents may be great. A proposal that is good for one agent might be bad for another. The N⁺ negotiation process gradually reduces this difference until a common ground or compromise is found. Bui, et al. [5] offers a different approach to negotiation called incremental negotiation where negotiation are performed on meeting attributes in a hierarchical structure. For example, the part of the week (early or late) might first be negotiated, then the day of the week, and then the hour. In other words, individual variable attributes are negotiated one after another in hierarchical fashion. In our negotiation framework, each proposal contains a complete set of proposed variable attribute values and the whole set is negotiated all at once, which seems more realistic and similar to real world scheduling.

7. The N⁺ negotiation process

Since the N⁺ negotiation algorithm is implemented as interactions between agents, we use a UML activity diagram (Fig. 7) to help illustrate the negotiation process. The interactions are similar to the negotiation process defined in

Fig. 7. UML Activity Diagram of the negotiation algorithm.
Ref. [27], but instead of simply using the earliest timeslot to guide the negotiation, which might not be the most preferred, we use our user preference model and N* evaluation function.

7.1. Negotiation activities

The activity diagram in Fig. 7 represents one initiating agent negotiating with one or more collaborating agents. The key action states in our algorithms are (the Step numbers refer to numbers in Fig. 7):

- **Step 1.** Define Event—the user initiating the negotiation problem provides details of the event to be scheduled to the initiating agent. The initiating agent will generate a list of possible proposals, which is based on the initiator’s calendar and user preference model.
- **Step 2.** Announce Event—event details are then announced to all the collaborating agents, which include all the fixed attributes and their values, and the domain range of the variable attributes.
  - **Step C1.** Record Event—each collaborating agent records the new event and prepares to negotiate.
  - **Step C2.** Generate Preferences—each collaborating agent considers its calendar and preference model to produce a list of possible counter proposals, which are then stored in the preference vector and sorted according to their preference levels. Counter proposals are selected from this sorted PV.
- **Step 3.** Generate PEV—the proposals obtained from users (both the initiator and other collaborating agents) will be used together with preference estimations to form the PEV. The PEV will be updated every time when new information from participants is collected.
- **Step 4.** Select Proposal—the next n best proposals from the PEV will be selected. The PEV is dynamically sorted each time using the proposal evaluation function after consolidating preference levels received from collaborating agents during Step 5. Since the negotiation process will be directly driven from the PEV, this form of dynamic programming allows the initiating agent to dynamically change negotiation direction as more information is received through proposal acceptance messages or counter proposals.
- **Steps 5**
  - **Step 5a.** Announce Proposal—the selected proposals will be announced to all the collaborating agents.
    - **Step C3.** Evaluate Proposal—each collaborating agent evaluates each of the received proposals and returns a reply of either accept (with actual preference level) or reject (with actual conflict level for justification).
    - **Step C4.** Select Counter Proposals—each collaborating agent tries to select m counter proposals that have higher preference levels than those proposed by the initiating agent.
  - **Step 5b.** Get Replies—the proposal replies are consolidated and stored in the proposal table. Preference estimations are updated.
  - **Step 5c.** Get Counter Proposals—the counter proposals are consolidated and also stored in the proposal table. Preference estimations are updated.
- **End Conditions:**
  - **Case 1:** Impasse?—impasse occurs when any one agent rejects all proposals and has no counter proposal to offer. In this case, there is no obvious solution and CR will be performed. In N*, an impasse caused by participants who are not in the must and should participation groups can be ignored.
    - **Step 6.** CR—try to find a solution for the current negotiation problem by rescheduling or renegotiating lower priority events and hence eliminate conflicts that caused the impasse. This process will be explained in detail in the following section.
  - **Case 2:** Compromise?—if a consensus has been made and the optimal solution is found, then the negotiation problem is solved and Step 7 will be executed.
    - **Step 7.** Announce Confirmation—an announcement is made to all agents that a proposal has been mutually accepted.
    - **Step C5.** Commit—agents commit the final solution into their calendars.
  - **Case 3:** No Compromise?—if none of the proposals are accepted in this negotiation cycle, the initiating agent must iterate another cycle and offer another set of proposals, i.e. go to Step 4.

7.2. Conflict resolution

The CR mechanism is engaged whenever there is an impasse. Our CR is similar to dependency directed backtracking [34]. In N*, the dependency is the source of the impasse—those previously committed events that conflict with the event being scheduled. For each rejected proposal, P_k, the initiating agent can find the greatest conflict level, max(cj(P_k)), and the 'number of conflicts' (see Table 2). The CR mechanism finds and sorts previously rejected proposals first by the greatest conflict level in increasing order and within greatest conflict level in increasing order by the number of conflicts. Proposals for CR are then selected from this list.

Conflicting events that are lower priority than the current event being scheduled will be de-scheduled and renegotiated to free up time for the current event. Woo et al. [17] also studied canceling or rescheduling a lesser priority event and hence eliminate conflicts that caused the impasse. This process will be explained in detail in the following section.

In N*, each event E_i is associated with an importance level i_j that is a function of the attributes of the event. Using

---

Footnote: 3 An optimal solution is a common interval, which has the best average preference level.
Eq. (10), collaborating agents can calculate a conflict level to represent the importance of the event being scheduled. Collaborating agents will only try to cancel or de-schedule conflicting events of lesser importance than the current event \( E_j \). The initiating agent will also make use of the conflict level received from the collaborating agent to determine whether the rejected proposal will be considered a candidate during CR.

A proposal, \( P_k \), may be considered a candidate for CR if it satisfies all the following conditions:

1. \( \text{number of conflicts} \leq N_{\text{conflict}}, \) and
2. \( \text{cl}_j(P_k) < \text{estCL}_j, \) for all agent \( j \), which reject \( P_k \)

where

\[
N_{\text{conflict}} \quad \text{is a threshold that defines the maximum number of conflicts of a proposal,}
\]

\[
\text{cl}_j(P_k) \quad \text{is the conflict level for the collaborating agent } j \text{ with respect to proposal } P_k,
\]

\[
\text{estCL}_j \quad \text{is the lowest conflict level of those proposals, which have been rejected by the collaborating agent } j \text{ in the CR process. Initially, the estimation will be set to a large infinite value.}
\]

If a candidate solution or proposal requires a large number of conflicts to be resolved before it can be scheduled, then at a certain point it might not be worth the trouble resolving. The \( N_{\text{conflict}} \) threshold defines this point. Also during CR, if the collaborating agent refuses to cancel events that conflict with proposal \( P_k \) with a conflict level equal to \( \text{cl}_k \), then it is likely that agent will also not accept other proposals \( P_l \) with conflict levels \( \text{cl}_l \geq \text{cl}_k \). With CE, the initiating agent is able to determine when the CR algorithm should terminate without a solution. The CEV is updated during each round of CR negotiation.

The CR mechanism keeps a sorted list of candidate proposals to resolve. The list is sorted by the greatest conflict level, \( \text{max}(\text{cl}_j(P_k)) \), of each rejected proposal and the number of conflicts. This list is called the least conflict set. The number of conflicts caused by each proposal in this list must be less than or equal to \( N_{\text{conflict}} \). Thus, a least conflict proposal will be the one with the smallest greatest conflict level and the smallest number of conflict.

Fig. 8 shows the key action states in our CR algorithm (the Step numbers refer to numbers in Fig. 8; the “*” after the Step number indicates that the step belongs to the CR algorithm and differentiates it from step numbers in the initial negotiation algorithm shown in Fig. 7):

- **Step 1**. Find Least Conflict Set—the least conflict set is computed and sorted. The next proposal with the least amount of conflict is then selected. The proposal \( P_k \) have a number of conflicts less than or equal to \( N_{\text{conflict}} \) and the conflict of the individual collaborating agent \( j \) with respect to proposal \( P_k \) must be less than the estimated one (i.e. \( \text{cl}_j(P_k) < \text{estCL}_j \)).
- **Step 2**. Announce Cancellation—the event being scheduled will be cancelled if the least conflict set is empty (i.e. no candidate proposals satisfy all the conditions, (1) and (2) defined above), or if all the proposals in the set have been tried and failed. Possibly the user may then decide to initiate a new event with modified event attributes.
  - **Step 2a**. Cancel—each collaborating agent will mark this event as cancelled.
  - **Step 2b**. Get Replies—replies from the collaborating agents are consolidated and estimated conflicts are updated.

- **Step 3**.
  - **Step 3a**. Announce Availability Check—check if the collaborating agents are still willing to accept the proposals if the conflicts are resolved. Other events may have been scheduled since the point in time when the agents first reviewed the proposal, and other environmental changes may affect the proposal acceptance.
    - **Step 3b**. Check Availability—each collaborating agent checks the proposal for acceptance by comparing the importance of the conflicting events and the meeting being negotiated.
  - **Step 3c**. Get Replies—replies from the collaborating agents are consolidated and estimated conflicts are updated.

- **End Conditions**:
  - **Case 1**: Still in Conflict?—if not all collaborating agents accept the proposal, the next proposal with least conflicts will be tried (i.e. go to Step 1).
  - **Case 2**: Resolved?—if the proposal is accepted, the event will be confirmed and any conflicts will be renegotiated.
    - **Step 4**. Announce Cancellation (Conflict)—all previously scheduled events that conflict with the proposal will be cancelled.
    - **Step 5**. Cancel Conflict—each agent cancels the conflict from its calendar of committed events and notifies the coordinator of the cancelled event in order to withdraw its participation. Then the coordinator of the cancelled event will decide whether the event needs to be cancelled or rescheduled and will notify other related parties.
    - **Step 6**. Announce Confirmation—an announcement is made to all the collaborating agents that a proposal has been mutually accepted.
    - **Step 7**. Commit—each agent commits the final solution to its calendar of events.
    - **Step 8**. Renegotiate Conflict Event—the coordinator of the cancelled event takes responsibility to
renegotiate and reschedules using the same negotiation process as documented in Fig. 7.

8. Computer simulations

8.1. Simulation parameters

We have applied the N negotiation algorithm to the classic meeting scheduling problem and developed a computer simulation test-bed to simulate the scheduling and negotiation processes involved in scheduling different types of meetings in a distributed meeting scheduling problem. In our simulation program, we were able to specify a set of simulation parameters:

- Number of simulation cycles—the total number of times the whole simulation is to be executed
- Hours of meetings (H)—the total number of hours of meetings to be scheduled in a simulation cycle
- Max number of participants—the maximum number of participants in any one meeting
- Calendar size—the total number of days of meeting scheduling to be simulated
- Number of proposals (n)—the number of proposals sent from the initiating agent to each collaborating agent during each cycle
- Number of counter proposals (m)—the number of counter proposals to be returned from each collaborating agent to the initiating agent during each negotiation cycle
- Length of day—the number of hours in a day to be scheduled. For example, it may be desirable to restrict the scheduling of meetings to regular office hours.
- Calendar density (CD)—the number of hours that are already preoccupied by prior engagements. The use of CD simulates the effect of having some timeslots pre-allocated from previous meeting scheduling exercises or for other non-meeting events such as annual leave, training, holidays, etc.

The initial state of each attendee’s calendar is determined by the parameter CD, which indicates the number of occupied slot in the attendee’s calendar. The exact slots that are to be occupied are generated randomly, i.e. if CD = 5, the program will randomly generate five busy slots in each person’s calendar using a normal distribution. Each randomly generated meeting event is defined by a set of attributes—the start-time, end-time, length, participants, host, etc. For
simulation purposes, meeting lengths are randomly generated according to the distribution shown in Table 3.

The attribute priority and preference value are also randomly generated for each participant for each simulation run. For simplicity, our experiments do not cover commitment strategies that deal with concurrency effects since our computer simulation schedules the randomly generated meetings one at a time. Furthermore, it is assumed that the meetings are independent events (i.e. no sequential constraints are imposed). Detailed analysis on the effects of different commitment strategies for concurrent scheduling of meetings were carried out in Ref. [32]. In our simulations, since there is no concurrency, either committed or non-committed strategies can be used [32]. The preference rules are not involved in the simulation as they are only used after a meeting has been scheduled and do not affect the outcome of the simulations.

8.2. Measurements

To compare our algorithms, the following measurements were made on the simulation results:

\[ H \] the number of hours to be scheduled

\[ CD \] the number of occupied hours in the calendar per agent

\[ S_{HC} \] the set of randomly generated meetings based on parameters \( H \) and \( CD \)

\[ |S_{HC}| \] the number of meetings in \( S_{HC} \)

\[ |S_{HC}| \] the number of meetings in \( S_{HC} \) that involves agent \( i \)

\( M_{jHC} \) the \( j \)th meeting in \( S_{HC} \) to be scheduled (contains many alternative proposals)

\( PPI_{HC} \) the number of participants in \( M_{jHC} \)

\( R_{jHC} \) the total number of requests required to schedule meeting \( M_{jHC} \)

\( R_{HC} \) the average number of requests to schedule meetings in the meeting set \( S_{HC} \)

\[ R_{HC} = \left( \frac{\sum R_{jHC}}{|S_{HC}|} \right) \]

Measurements relating to committed meetings:

\( P_{jHC} \) agent \( i \)'s preference level for the final committed proposal for \( M_{jHC} \)

\( AP_{HC} \) the average of the AP's for all the committed meetings in set \( S_{HC} \).

\[ AP_{HC} = \left( \sum AP_{jHC} \right)/|S_{HC}| \]

Measurements relating to overall optimal solutions:

\( O_{jHC} \) the optimal or best AP for all proposals in meeting \( M_{jHC} \)

\( AO_{HC} \) the average of all the optimal AP’s for the whole meeting set \( S_{HC} \).

\[ AO_{HC} = \left( \frac{\sum O_{jHC}}{|S_{HC}|} \right) \]

\( DO_{HC} \) the difference between the optimal AP and the AP of committed proposal for \( M_{jHC} \)

\[ DO_{HC} = O_{jHC} - AP_{HC} \]

\( ADO_{HC} \) the average difference between the optimal AP and the committed AP for \( S_{HC} \).

\[ ADO_{HC} = \left( \frac{\sum DO_{jHC}}{|S_{HC}|} \right) \]

Measurements relating to an individual’s expected solutions:

\( EP_{ijHC} \) agent \( i \)'s expected preference for meeting \( M_{jHC} \)—the highest preference level out of all possible proposals for \( M_{jHC} \)

\( DE_{ijHC} \) agent \( i \)'s difference between the expected and the final preference level for \( M_{jHC} \)

\[ DE_{ijHC} = EP_{ijHC} - P_{jHC} \]

Table 3

<table>
<thead>
<tr>
<th>Meeting length distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length: ( L )</td>
</tr>
<tr>
<td>Distribution: ( Pb(L) )</td>
</tr>
</tbody>
</table>

Chart 1. Optimal preference level for NWPI and NWOPI algorithms. This chart shows the computed average optimal values that will be used to determine whether optimality has been reached for the algorithms.
ADE the average difference from the expectation for meeting \(M_j\):

\[
ADE_{jHC} = \left( \sum_{i} DE_{ijHC} \right) / PP_{jHC}
\]

AHE the average difference from the expectation for the whole meeting set \(S_{HC}\):

\[
AHE_{HC} = \left( \sum_{j} ADE_{jHC} \right) / |S_{HC}|
\]

PD \(\sigma_{jHC}\) the percentage deviation of the actual versus the expected preference level for agent \(i\) for meeting \(M_j\):

\[
PD_{\sigma_{jHC}} = \frac{DE_{\sigma_{jHC}}}{EP_{\sigma_{jHC}}} \times 100\%
\]

APD \(\sigma_{HC}\) the average percentage deviation of agent \(i\) for the meeting set \(S_{HC}\):

\[
APD_{\sigma_{HC}} = \left( \sum_{j} PD_{\sigma_{jHC}} \right) / |S_{HC}|
\]

APD \(j_{HC}\) the average percentage deviation for meeting \(M_j\) for all participants

\[
APD_{j_{HC}} = \left( \sum_{i} PD_{\sigma_{jHC}} \right) / PP_{j_{HC}}
\]

APD \(HC\) the average percentage deviation for the meeting set \(S_{HC}\):

\[
APD_{HC} = \left( \sum_{j} PD_{\sigma_{jHC}} \right) / |S_{HC}|
\]

To study the performance of our algorithms, two sets of computer simulations were carried out. Their results are presented in the following sections.

8.3. Simulation one

In this set of simulation experiments, we tested the performance of our algorithms purely on initial negotiation without the CR mechanism. We obtained results over 100 simulation runs with the following input parameters: 35 'hours of meetings' and CD ranging from 0 to 13. The number of hours per meeting was designed such that each run has a similar number of meetings. We varied the CD parameter from 0 to 13, to compare the performance of the algorithms under different stress conditions (the higher the density, the fewer counter proposals and available intervals a participant will have). The CD plus \(H\) value must of course be less than or equal to the total calendar space.

We used two variations of the N" algorithm to test effects and benefits of using preference estimation: Algorithm 1 (NWOPI) simulates negotiation without preference indication and Algorithm 2a (NWPI) simulates negotiation with preference indication.

Algorithm 1. (NWOPI). NWOPI is similar to the negotiation process defined in [27], but instead of simply using the earliest timeslot to guide the negotiation, which might not be the most preferred, our user preference model is used. In this Algorithm, individual collaborating agent’s preferences are not passed back to the initiating agent. Without preference information from other agents, the initiating agent will not be able to perform preference estimation and the whole negotiation process is guided by the personal preferences of the meeting initiator. This is similar to the private preference model of Ref. [11]. The initiating agent will terminate the negotiation when no mutually agreeable solution can be found as CR is not used in Simulation 1. The main purpose for this Algorithm is to simulate results produced by other researchers, such as Ref. [27], for comparison with our proposed N* algorithm.

The following action states show the main differences between Algorithm 1 (NWOPI) and the complete N* algorithm (the Step numbers refer to numbers in Fig. 7)

- **Step 4.** Select Proposal—the next \(n\) best proposals from the PV of the initiator will be selected, since the initiating agent only has the preference information of the initiator. Preference estimation is not used in the NWOPI algorithm. The original N* algorithm instead uses proposals from the PEV.

- **Steps 5**
  - **Step 5a.** Announce Proposal—just like N*, the selected proposals are announced to all the collaborating agents.
  - **Step C3.** Evaluate Proposal—each collaborating agent evaluates the proposals and returns a reply of either accept or reject for each proposal received.

To study the performance of our algorithms, two sets of computer simulations were carried out. Their results are presented in the following sections.

Chart 2. Average differences from optimal for NWPI and NWOPI algorithms. This chart verifies that NWPI truly finds optimal meeting schedules as the difference between computed optimal values is zero, whereas NWOPI differs slightly from optimal.

![Average differences from optimal, ADO, for NWPI and NWOPI algorithms](chart2.png)
unlike the full N* algorithm where the preference or conflict level will be passed back with the reply.

- **Step C4.** Select Counter Proposals—just like N*, each collaborating agent tries to select m counter proposals that have higher preference levels than those proposed by the initiating agent.
  - **Step 5b.** Get Replies—the proposal replies are updated in the *proposal table*. Unlike N*, no preference estimations will be performed as preference values are not passed back with the reply.
  - **Step 5c.** Get Counter Proposals—the counter proposals are stored in the proposal table. Unlike N*, no preference estimations will be performed as preference values are not passed back with the reply.
  
  - **End Conditions:**
    - **Case 1:** Impasse?—an impasse occurs when no more proposal to offer. In this case, there is no obvious solution and a meeting cancellation will be announced. Unlike N*, CR is not used in Algorithm 1 (NWPI) and the original Step 6 is removed.
    - **Case 2:** Compromise?—terminates the negotiation if a feasible solution is found, otherwise continue the negotiation if proposals exist.

**Algorithm 2a.** (NWPI). This Algorithm extends Algorithm 1 with *preference estimation* which allows the initiating agent to be able to estimate the global preference level of each proposal. This Algorithm is basically identical to the proposed N* algorithm except that CR is not used. The following shows the main differences between this Algorithm (NWPI) and the original N* algorithm (shown in Fig. 7).

  - **End Conditions:**
    - **Case 1:** Impasse?—an impasse occurs when any one agent rejects all proposals and has no counter proposal to offer. When this occurs, there is no obvious solution and the meeting will be cancelled. Unlike N*, the CR stage is not used in NWPI and Step 6 is removed for testing purposes.

8.4. Simulation two

In our second set of simulation experiments, we tested the effects and benefits of adding the CR algorithm. We obtained results over 100 runs with simulation using the following input parameters: CD equals 10 and ‘hours of meetings’ to range from 29 to 59. In Simulation 2, the CD is fixed at 10 while the hours of meetings is varied instead. We also vary the $H$ parameter from 29 to 59 to simulate congestion (when more and more meetings need to be scheduled and rescheduled). Three studies were performed: (1) the performance without CR under these same test conditions, (2) the performance of the CR algorithm and (3) the effect of using CE. Algorithm 2b (NWOCR) simulates negotiation without CR. Algorithm 3 (NWCR) simulates negotiation with CR but without CE. And finally, Algorithm 4 (NWEstCR) simulates the full N* algorithm. The performances of Algorithm 2b and 3 are first compared and then performances of Algorithm 3 and 4. In Simulation 2, the levels of participation are divided into must, should and can. An impasse occurs only when any of the participants that must or should participate is not available.

**Algorithm 2b** (NWOCR). This Algorithm is similar to Algorithm 2a and does not use CR. The main difference is that this Algorithm performs a more accurate *preference estimation* using the conflict level that is passed back as response by other collaborating agents.

**Algorithm 3.** (NWCR). This Algorithm is basically identical to Algorithm 2b, NWOCR, except this Algorithm uses CR when no solution can be found. The main difference between the Algorithm and the full N* algorithm is that there is no CE in this Algorithm.

The following shows the main differences between Algorithm 3 and the full version of the N* algorithm (Step numbers are those shown in Fig. 8).

- **Step 1**. Find Least Conflict Set—the *least conflict set* is computed and sorted. The next proposal with the least conflicts is selected. Unlike the CR algorithm in N*, proposals need not check estimated conflicts, as this measure is not used in Algorithm 3 (NWCR).
- **Step 2**. Announce Cancellation—this event will be cancelled if the least conflict set is empty (i.e. if all the proposals in the set have been tried and have failed).
  - **Step C1.** Cancel—each collaborating agent will mark this event as cancelled.
- **Step 3**.
  - **Step 3a.** Announce Availability Check—just like N*, check if the collaborating agents are still willing to accept the proposals if the conflicts are resolved. Other events may have been scheduled since the point in time when the agents first reviewed the proposal, and other environmental changes may affect the proposal acceptance.
    - **Step C2.** Check Availability—just like N*, each collaborating agent checks the proposal for acceptance.
  - **Step 3b**. Get Replies—the replies from the collaborating agents are consolidated. But unlike N*, CE is not performed.

**Algorithm 4.** (NWEstCR). This Algorithm is the full version of our proposed N* algorithm with preference estimation.
estimation, CR and CEs. This is basically identical to Algorithm 3, with the addition of CE.

8.5. Results from simulation 1

This section compares the results of Algorithm 1 (NWOPI) with those of Algorithm 2a (NWPI) obtained from Simulation 1. The main objective of Simulation 1 is to study the effects of N preference estimation in isolation from the CR algorithm. The simulation used the following parameters, which are similar to those used in [27].

- Number of simulation cycles = 100
- Hours of meetings, $H = 35$
- Max number of participants = 6
- Calendar size = 6
- Length of day = 8
- CD = from 0 to 13
- Number of proposals = 1
- Number of counter proposals = 1
- All participants must participate the meeting
- All meeting with the same priority

Charts 1 and 2 summarize key measurements for Algorithm 1 (NWOPI) and Algorithm 2a (NWPI) with the average results obtained over 100 simulation runs with the following input parameters: hours of meetings = 35, and CD ranging from 0 to 13. The average optimal preference level, AO_HC, and the average difference from optimal, ADO_HC, of the two algorithms in different calendar densities are shown in Charts 1 and 2, respectively. The AO_HC is the average of the highest possible preference level that can be found for each meeting schedule attempt. This value is slightly lower for Algorithm 2a, as it always finds an optimal solution; hence, the optimal preference value for each additional meeting to be scheduled will be lower. For Algorithm 1, the objective is to find a quick solution without optimality. The possible optimal value will always be higher as the preferred time slots may not have been taken. As the table verifies, Algorithm 2a (NWPI) does indeed always finds an optimal solution.

Chart 3 shows that the average preference levels of the committed meeting schedules obtained by Algorithm 2a (NWPI) are always higher than those found by Algorithm 1 (NWOPI) over all calendar densities. In other words, Algorithm 2a (NWPI) always finds better solutions.

Furthermore, Chart 4 shows the difference in expectation $ADE_HC$ for Algorithms 1 and 2a. In simple terms, this measure shows the difference between the preference levels of the committed meeting schedules compared with the highest possible individual preference levels. We found that the Algorithm 2a (NWPI) minimizes this difference. This means users should be happier with results generated by Algorithm 2a (NWPI) compared with those generated by Algorithm 1 (NWOPI).

Next, tests were performed to examine whether the algorithms have a bias towards any of the meeting participants. In this experiment, we arranged most of the meetings to be hosted by Agent 0. Charts 5 and 6 show the average percentage deviation of preference levels from what was expected for each participant. Chart 5 shows that Algorithm 1 (NWOPI) has a strong bias for Agent 0.
(A0)—the meeting initiator. The chart shows that A0’s deviations are much smaller than others. On the other hand, Chart 6 shows that Algorithm 2a (NWPI) produces similar deviations for each agent; each agent is treated equally in terms of matching their preference expectations. Hence, in Algorithm 1 (NWOPI) the initiating agent has an advantage over other participants. This is due to the fact that Algorithm 1 does not receive any preference level indications from the other participants and hence must rely solely on its own preferences in ranking and selecting alternatives.

We also computed the average rates for successfully scheduling meetings as well as the number of cycles required to schedule a meeting for different CD (see Table 4). We found that on average, Algorithm 2a (NWPI) requires more negotiation cycles to complete compared to Algorithm 1 (NWOPI). In other words, Algorithm 1 finds a fast solution, which might not be optimal, while Algorithm 2a finds an optimal solution but requires more negotiation cycles. It is interesting to note that the success rate for Algorithm 2a is actually slightly higher than Algorithm 1. In other words, finding optimal solutions actually increases the likelihood of success.

Results from Simulation 1 show that by using preference levels sent back by collaborating agents, the average deviation for each agent could be minimized without bias towards any particular agent. Moreover, use of the preference estimation technique provides an optimal solution but requires more negotiation cycles.

8.6. Results from simulation 2

The main objective of this simulation exercise was to study the performance of CR and the effect of CE. The following simulation parameters were used:

- Number of simulation cycles = 100
- Hours of meetings, $H =$ form 29 to 59
- Priority of meetings: from 1 to 7
- Max number of participants = 6
- Participation level: must, should, can
- Calendar size = 6
- Length of day = 8
- CD = 10
- Number of proposals = 1
- Number of counter proposals = 1

To compare Algorithm 2b (NWOCR) and Algorithm 3 (NWCR), we used the success rates of the two algorithms and the distribution of success with respect to meetings of different priorities. Chart 7 shows the success rates of the two algorithms.

Chart 7 shows that the success rate of Algorithm 3 (NWCR) is higher than that of Algorithm 2b (NWOCR), which did not utilize CR. From Chart 8, it can be determined that with CR the success rate is significantly increased, by 18.9% on average.

Furthermore, the effect of CR on meetings with different priorities was tested. Charts 9 and 10 show the success rate for meetings with different priorities. Chart 9 shows that Algorithm 2b (NWOCR) produced similar success rates for meetings with different priorities, while Chart 10 shows that in Algorithm 3 (NWCR), higher priority meetings (highest priority is P7 in the charts) have higher success rates. This is probably because lower priority events might be cancelled during CR in order to release resources for higher priority events. This is probably similar to the handling of high priority events in real life.

Next, the performance of Algorithm 3 (NWCR) is compared with the proposed N* algorithm, i.e. Algorithm 4 (NWEstCR), which includes the preference estimation, CR and CE techniques. In this experiment, we tested the effects of CE. Algorithm 3 (NWCR) is similar to Algorithm 4 but without CE. The main objective in using CE is to reduce the number of interactions and the communication costs during negotiation in order to identify a feasible solution or be able to terminate the negotiation earlier (reduce communication)
if the algorithm can predict when no solution can be found. Thus, we compare the number of interactions needed in Algorithm 4 (NWEstCR) with that of Algorithm 3 (NWCR).

Chart 11 shows the average number of requests requiring CR and Chart 12 shows the percentage improvement of the proposed algorithm in terms of communication cost.

From Chart 11, it was determined that, compared to NWCR, use of CE in the proposed N\textsuperscript{p} algorithm can reduce the number of requests in completing a negotiation while maintaining the same success rate. In other words, the proposed N\textsuperscript{p} algorithm performs just as well as Algorithm 3 but faster.

Furthermore, Chart 12 shows that Algorithm 4 actually performs even better when there are more meeting hours, \( H \), to schedule! As the total number of meeting hour increases, the number of meetings to be scheduled will also increase. When the number of meetings increases, the number of failures will increase and the interaction saved in CR by Algorithm 4 becomes more significant.

We further compare the communication cost of the above four algorithms in terms of the number of negotiation cycles. Chart 13 shows the average number of cycles required to complete a negotiation on different CD with the average results obtained over 100 simulation runs with the following input parameters: hours of meetings = 35, and CD ranging from 0 to 15. The results show that Algorithm 2b (NWOCR) requires less cycle to complete compare to Algorithm 2a (NWPI) because Algorithm 2b has a more accuracy estimation on participant preference and is able to predict earlier when there is no solution. It is interesting to note that with better preference estimation (using both preference and conflict levels) the number of cycle required for Algorithms 1 and 2b are very close for cases with high calendar densities. Moreover, we can find that the number of cycles required by Algorithm 3 (NWCR) increases when the CD increases. It is because more cycles are required to perform CR as the higher the density, the more conflicts there will be. Comparing Algorithm 4 (NWEstCR) to Algorithm 3, the number of cycles is further reduced by CE. Furthermore, by comparing results of Algorithm 4 with Algorithm 2a, we found that Algorithm 4 requires less negotiation cycles than Algorithm 2a. This is because (1) Algorithm 4 uses a more accuracy preference estimation (the same reason why Algorithm 2b is better then Algorithm 2a), (2) performs CE, which can predict earlier when there is no solution (in Algorithm 2a, the initiating agent will try all possible proposals), and (3) requires only those participants that must or should attend be available.
9. Applications

The $N^*$ negotiation algorithm is a general negotiation algorithm that can be used for potentially different types of applications. In this paper, we used an example of agent-based meeting scheduling, which is part of our MAFOA (mobile agents for office automation) environment [38,39]. MAFOA is a research project to design a comprehensive set of intelligent agents that can support different aspects of office automation, such as purchasing, workflow, meeting scheduling, etc. The main objective is to free people from mundane and routine tasks so that they can concentrate on actual productive work. The MAFOA environment was implemented using Java and the IBM Aglet toolkit [18,19].

The $N^*$ negotiation algorithm can also be used for resource allocation problems. For example, we are exploring how $N^*$ can be used for airport stand allocation [6]. In this problem, each aircraft arriving at an airport will need to be assigned a stand or gate, in addition to other resources such as baggage handlers, ramp personnel, airline arrival staff, cleaning staff, catering, etc. We represent each aircraft arrival as a negotiation event. The participants or collaborating agents are the various service providers and airport resources, such as the physical stand/gate. Besides the airport authority and airline, other agencies or companies might be providing some of the supporting services. Each of these service providers may have their own unique set of preferences and constraints. $N^*$ will allow a schedule to be produce that maximizes the business and operational objectives of all the participants.

Bouzid and Mouaddib [3] used agent-based negotiation for another type of transportation scheduling problem—the scheduling of trucks to orders. This is a distributed problem since trucks might be owned and operated by different companies, each with their own set of business and operational rules and constraints. Orders come in and are scheduled dynamically, as in our $N^*$ algorithm. [3] proposes an approached that made use of fuzzy characteristics functions and an extended contract net protocol. Fuzzy temporal characteristics are used to deal with uncertainty in agent behaviors. Another application of distributed agent-based negotiation for transportation can be found in Ref. [10], where there is vertical negotiation between trucks and horizontal negotiation between companies.

10. Conclusion

In this paper, we presented our distributed negotiation framework and the $N^*$ negotiation algorithm. The framework consists of a user preference model and an approach that makes use of the model to evaluate proposals and suggest counter proposals, using a preference level measure. The negotiation process is guided by a proposal evaluation function that evaluates the global preference level for a particular proposal. The $N^*$ negotiation algorithm is based on $A^*$ and finds the optimal solution that maximizes average preference levels. $N^*$ resolves impasse, problems with no mutually agreeable solution, using a CR process that is similar to dependency directed backtracking. We have tested our $N^*$ algorithm on the classical meeting scheduling problem using a computer simulation test bed that simulates the scheduling of hundreds of randomly generated meetings.
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