Al ™

.UTM 1UTM :GO]JGT 0OUOTZ =UXQYN
ITLUXSGZOUT :NKUX_ GTJ )USS[TOIG

Downlink CoMP in HetNetswith Imperfect Overhead

Messaging: Adaptation and Robustness

Chun-Hung Liu

Assistant Professor
Dept. of Electrical and Computer Engineering
National Chiao Tung University
Hsinchu, Taiwan

Jan. 19, 2015

8 218 AW

kNational Chiao Tung University




OUTLINE g

I Downlink CoMP in a K-tier HetNet
I 1Stochastic Geometry forHetNet Modeling
I 1K-tier HetNet Model
I TCOMP in HetNet
I Imperfect Overhead Messaging
I TAssumptions of Overhead Messaging
I I Lifetime Model of Overhead Messages
I 1 Coordinated States under Overhead Messaging Delay
I lCoordination Model in CoMP and Throughput
I lCoordination Model in Adaptable CoMP and Throughput
I I Simulation Results

I Summary

©




What is a Cellular Model Migrating to?

TextbookOs grid model  Actual 4Gmacrocelitoday "Marcocellsto Femtocells
¥ Deterministic models(e.g. grids) are increasingly
detached from reality, and not scalable to dletNet.

¥ Results based on such models are thus pretty
guestionable, and not easy to be calculated.

(Any tractable model for analyzingHetNets?)




Stochastic Geometry forHetNet Modeling

¥ Review of one-dimensionalPoisson Distribution: SupposeX is a
Poisson random variable with paramete. Its distribution can be
written as K

P[X=k]=%e!“, kK=1,2,... (E[X]= p)
¥ Poisson Point ProcessHPP) of density !
All nodes are randomly
® ¢ ¢ ® and independently
®
T == scattered.
e -« | o
® o ° ® @ Forafixed region with
| @ 1 areaA, the number N of
‘o o ©® '/ o nodes within it is a Poisson
® - P PS Random Variable with
® ‘—; meani A , i.e.
Node @ | AYK
I A
® ® P[N=k]=(k|) oA
° !
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PPPBaedK-tier HetNet Modeling

¥ K-tiers of base stations, locations 2

taken from independent PPPs .
¥ Base Station Density:x  BSs/area @@
¥ Transmit PowerPy Watts
¥ Can also include per-tier SIR

target! x , path loss exponent , ets

¥ Typical Reactions to the Model
¥ Macrocellsnot OrandomO: carefully
planned. In fact, PPP is about as gooc
grid for a typicalmacrocellnetwork, in _
some cases better (JAFBRG11) (Max SINR downlink
¥ Picocellsmight beclustered,otarget coverage regions in a 3-tier
hotspots. Note that PPP realizations often N€twork with macrocells
allow for this (red), picocells (green),

¥ Seems Oabout rightOfiemtocells and femtocells (black).)
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Coordinated Multi-Point (CoMP) Transmission

BSs are connected by (high
speed) backhaul cables.

fTrme T AR ' Downlink CoMP Techniques
I B2 _Femtocell;y Coordinated Scheduling/
\ ! 1 Beamforming
N ’ K ¥ Joint Transmission
“Picocell ‘ ¥ Dynamic Point Selection

']
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Why CoMP?

¥ Inter-cell coordination is necessary and could bring

numerous gains
¥ Handoffs and mobility management : fewer dropped calls
¥ Enhancements like networked MIMO : Higher spectral efficiency

¥ Large theoretical gains do not translate to real systems. An
example: downlink joint processingCoMP in macrocells
¥ Multi-fold downlink throughput gain in theory [[5esbertt. al. 10]
¥ Barely any gain at all, according to NTT, Qualcomm, Vodafone,
Motorola/NSN [AnnBarGeiMalGorl10, Rcmeret al 11]
¥ Major limiting factors are unsatisfactory interference distribution
and inter-cell overhead sharing burden

¥ For HetNets the interference model has been developgout
appropriate models for inter-cell overnhead sharing are still
MIissing.[AndBacGan10, DhiGanAnd1IpShaXiaAndll]
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4 N
Main Hurdle of Studying CoMP

I I The success of coordination depends
heavily onoverhead rate and delay

11 |f overhead issues are not addressed

properly
I 1 (CoMP Techniques)typically less than
30% gainin LTE Rev 11 [3GPP11CoMP]

NO 11 (COMP JT, 1 tier) only 20% gainunless
DELAY /@ ( ) y °9

equipped with 1 Gb/s Ethernet backhau
[Qcom10, Vodafone et al 11]

1 (CoMP CS/CB, 2 tierg negative gain
compared with semi-static ICIC
[Qcom12]
Coordinated . i
Transmission/Reception | | BUTEE.. the impact of overhead
however is hard to quantify and thus
often ignored [Gesberéet. al. 10]
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Downlink CoMP In a K-tier HetNet

¥ Downlink CoMP in a PPP-based
HetNet with K tiers &
¥ Base Station Density:y ~ BSS/ remess
area

¥ Transmit Power:p, Watts
¥ Per-tier SIR target, , path loss

exponent g
¥ # of Antennas of BS in the tk
tler, nk . ﬂ EZ:i:JeS;rSignal

—pp |INnterference

. Overhead Message abdut (PXC L\]A13)
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Overhead Messaging ICoMP

Ah

{-))

Overhead generating process

11 AS1 (discrete-tima.i.d.
model): fading stakekeeps
constant for a block time
fading states in different blg
arel.l.d.

11 AS2 Once the fading state

changes, an updating overr

will be generated and sent
without re-transmission

11 An overhead then has a life

(the time length of the fadir
block)
1

Lie I 1 m,
K MU k

)

]

(PXCLJA13)




Simple Model for Overhead Delay Impact

Old overhead is used New overhead is used
I A
Overhead Messaging Cooperation

I
New overhead |

| |
| |
: under transmission | :
< Fading Block !

I ' Two possible states of a coordinated BS in every fading block

I 1Overhead Messaging stateNew overhead is not recaNe@d,;
Information about charhBlo interference cancellation

about channel (minus quantizationziaximum interference
cancellation

I 1ICooperation state New overhead is received; Accurate informg

C
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UserOs SIR iiCoMP ZFBF

A
Downlink CoMP ﬁ

¥ SIR for the target user receiving
X X signals from BSB;x, is given by

X o } Fading Channel Gain

) ’A """"" TX Power / ﬁth Loss

= JR . - \

=

X /u,/ -|-|~|et;,|r%§\tusel> ~~~~~~~~ ﬁ I pkl Gl’k| ‘Bl’kl ’I akl
\\\ s ! 1,k1 = | . 1
X EBi,k" e T E\B g ka"k ‘B"k ‘ "
ﬁ where
@ Target User ki =arg max {pc|B1k| "*}
0 (UserOs best serving BB,

@ y
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SIR In Downlink CoMP ZFBF

Pk Gl,k! ’Bl,k! ‘

+ 1k,

) ZBi,k"! E L E\Biy kai’k ‘Bi’k ‘! "

Notation Description

bscriptk Index foit t BS in ke :
subscriptiIndexforfnearest B In Ket\ | =41 hon-coordinated BSs
ocation S Gik = fix hix|°! exp(1)

- ocation dBS : .
At b | I For coordinated BSs, with |
hi unit power Rayleigh fading of overhead codebook

h | betwe® d th
gng?l?seer stwesk and the Gi,|_< = Ifix hix ° ! Lik ex_p(l)
: I 1in overhead messaging
fi unit poweprecodeofBS, | =
b overhead quantization bits ! lin cooperation state
bj k
i =2 W1 )

| I For the serving BS

_ 20 12
Gik, = [fok Dok 7 Pon 12804,
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CoMP ZFBF Throughput vs. Delay

w
@

w
N

w
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w
3

No CoMP

Throughput (bps/Hz)

39} CoMP ZFBF W|thout delayed overhead messaglng

Crossing point of zero
CoMPthroughput gain

CoMP ZFBF with deI

ayed

w
I
T

overhead messag

= - -
- a - ~

2 Average overhead delgy ( ©  1©

L Fading coherence time Fixed, 106ns
1S1k, | # of coordinated cells 1
@ ik Portion of residual interfererice5%

ing

w
w
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Now, we know the delayed overhead
messages have a significant impact on the
throughput performance of CoMP.

Is there any method to mitigate this
Imperfect messaging problem ?

' The key is to let the coordinated BSs
' realize whether themselves could be really
| helpful for coordination. |
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Adaptable CoMP: Coordinated States with Time Windovv

W

\ 4

>
<

\4
4

\ 4

D; 1(2)—

<« Di:;(-_(l)

A 4

——D; (3)

Overhead Message 1
(NOS)

Overhead Message 2
(COS)

Overhead Message 3
(NOS)

L, (1)

A

Lik(2)

\ 4
A

LL;‘-_(:})—’

¥ Non-coordinated Overhead StatdNOS)

¥ Overhead Message 1: It is not received within the waiting time window (w)

time

¥ Overhead Message 3: The time window is too short!

¥ Coordinated Overhead Statg COS)
¥ Overhead Message 2: It is received within the waiting time window (w)

Adaptable CoMP: Only BSs with COS are coordinated to transmit!
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UserOs SIR in Adaptabl€oMP ZFBF

A K-tier HetNet

‘ 3

=

N,
N,
N\,
N\,
\
N,
N\,
N,
N\,
\‘

A

¥ SIR for the target user receiving signals
from BS Bk, is given by

Channel Gain

TX Power Path Loss
| ] )
1,k* - n —1
B €U, @By, bk PRGik [Bik [

A
5

@ Target User

s
’
’
’
’
s
’

@

g A
Coor. index factor
where

0ig =1 (zk¢31k)+0 1({Bij € Sik, }n{w < Dix})

- Q—Fﬂ({Bi,k € Sy i, } N {min{L; , w} > D; i })
+1({Biy € Six, }N{w > Dig > Li}),

Gk, = [fir,Hig,[* ~ x*(2m, - 2\S11,))
Gir =

9 9
f1 xHik|* ~ x5
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CCDF of SIR in Adaptable CoMP ZFBF A

Proposition 1(CHL14) : Suppose the coordinated seb1kx, of BSk, s
given and the number of the BSs with a COS i1k, 8. The bounds on
the CCDF of the userOs SIR parameterized loy are given by

! o (1e k) " K g
o 1|| |(1+ %) & E[nI I] (i! 1) + Py E["Ik] (#k! $) 2 (it 1) )

#' Nk, ”S 1k |! 1 . I+— _ Pk! f_ ’ kL 'k
F|C (! _m) \ i=2 ( 2 ) kk#_I%! ji=1 (#c$) 2 !(|+ 2)
R PRE o g b gy
I ! - Tmac 2 | g e mey) g ) ™
$ # EXP #$$ I 1+ Yomax (i, IS 14, |)! (1! %)
where i, = =1 M (P /P ) Umax ! max{!y,...,0} 1! min E[L )
,|Sik.| <nk, isthe cardinality d8;x, ,and
b; k o
1 1R, — =T [R. _ We need to
E[0i k] =1[Bix ¢ S1.k.] +27 ™ T 1[Bik € Sp.] reduce it to
{Ff, . ()Fp, . (w) + Fy, . (w) — E[Fp, , (Di )] } = increase the
CCDF of
+1[Bix € S1,k.] {Fp, . (w) —E[Fp, , (L )]} - SIR !

—
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Time Fraction of COS

Proposition 2(CHL14): The time fraction of the COS for a BSBk ! S 1k,
performing adaptable CoMP ZFBF is

Vi = Wik Fr, )dx! Fr. (w) wkp, (w)! Fp, (X)dx
O % " Lik O&'

+ FLi,k (W)E Li,kFDi,k (Li,k)! | FDi,k (X)dX
0

whereF;(-) andF7 (3 are the CDF and CCDF of random variahlg
respectively.

¥ Time Fraction of COS depends o, the distributions ofL; ; andD; x
¥ Forexample, if Djx ! U(0,1) themk reduces to
" 1 (m! 1)

1., = 11 ¢ )
- i,k Mi k 0 FLi’k (X)dX'l' 2 Mi,k

. e
+w? Fr, (w)! éW2

(We can show that!ik Is a concave function oj
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Time Fraction of Coordination (n;)

Simulation of Time Fraction of COS A

Lix ! !(1,80 ms
"% Dik ! U (0, 150 ms)

#
—~
I

1%
I

The optimal value ofw that maximizesnik is
")( w = 0.83E[D; ] | .

I"# I"$ "% "& ' " "$ "% "& #




UserOs Average Throughput A

Proposition 3(CHL14): For adaptable CoMP ZFBF without user data
sharing, the average throughput per unit bandwidth of the reference user in
a K-tier HetNet is

1Sk | RS (X;m)
e, = NORITR L IR LTS, S
1.k, - LK ( LK ) 0 (ln 2)(X + 1) §

Proof:

Let V be the random number of the BSs in Sjk . that are in COS. Since we know
that each BS in Sy i, is eitherin NCS or in CO3/ is a binomial random variable,
l.e.

PIV = o] = 1, (1= )0 1

Therefore, the average throughput of a user can be expressed as

|S_l,k:[ |
Tix, = PV = V]E[log,(1 + ! 1k, )]
v=0

192,51 | "
Sy e sy Fll M) X

dx.
_ ! (In2)(x + 1)
@ ° Y
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Simulation of Average Throughput (1)
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Simulation of Average Throughput (1)
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Adaptable CoMP ZFBF
w <!

Lic ! !(1,80ms

Dik !

U (0, 150 ms)

"
-

——CoMP with Overhead Delay
——Adpative CoMP with w=70ms
——Adaptive CoMP with w=100ms
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Summary

| I Introduce Downlink CoMP in a HetNet

| I Propose Overhead Delay Model foCoMP

| I Characterize the coordination states of BSs.

| ' Propose AdaptableCoMP with Delay Time Window

' ' Downlink Adaptable CoMP ZFBF: SINR characterization

I TlUpper and lower bounds on SIR are derived
I 1Qptimal time window size for SIR maximization can be found.
(Not presented

I ' Downlink Adaptable CoMP ZFBF: Throughput Analysis

I I'Throughput gain of CoMP can be more robust to imperfect
overhead if the time window of coordination is properly
chosen.
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