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**ABSTRACT**

Learning the structure among a large number of variables from high-dimensional data is a fundamental task in many scientific domains. The structure between these variables can be captured diagrammatically by the use of graphical models. We discuss the learning of tree and latent tree models, the latter characterized by subset of variables that are hidden. For trees without latent variables, we derive the error exponents for learning the structure and we also find the extremal structures in terms of the error exponents. Assuming the parameters of the model are kept fixed, it is shown that among all undirected trees, the star has the smallest error exponent (meaning that it is the hardest to learn) and the Markov chain has the highest error exponent. For latent tree models, statistically consistent and low computational and sample complexity algorithms are derived to infer the latent tree structure without any knowledge of the number of hidden variables and their connections to the observed ones. Experiments on real datasets such as the monthly stock returns of the companies in the S&P 100 index reveal fascinating latent dependency structure.
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